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On the Grammatical Function of Verbal Prefixes in Russian*

Abstract:

The peculiarity of Russian verbal prefixes is traced back to the fact that, when inflectional
categories operate on top of classificational categories, different lexical categories are
integrated into a single grammatical category. This brings it about that by themselves
privative oppositions are used for purposes other than originally intended; they serve as
equipollent (non-privative) oppositions, forming an inflectional paradigm.

The main result of this investigation then is that the "perfectivizing prefixes" and the
"imperfectivizing suffixes" are, in fact, no morphological exponents of the aspectual
values 'perfective’ or 'imperfective', respectively. The most we can say for the "suffixes"
(e.g. -vi8a-, -esa-) is that they signal that the verb belongs to conjugation class -aro/-sito,
and that this construction is associated with imperfectivity. As to the prefixes, they fulfil a
pure word formation function: they impose a 2-state-content on the meaning of the verb
they attach to. This is relevant for the Russian aspectual system because verbal lexemes

with a 2-state-content receive the aspectual value 'perfective' by default.

*This is the shortened English version of my MA thesis of April 2000, "Der
Grammatische Status von Verbal-préifixen im Russischen"; Department for Slavistics,
Humboldt-Universitidt zu Berlin.
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0. Introduction

0.1. The topic of investigation

«Il pe ¢ u k c bl (oT nar. praefixus - NPUKIEIUIEHHBIN BIEpenn) - 3TO CIy>KEOHbIE
MOp(]EeMBbI, KOTOpBIE HAXOIATCS TMepel KOPHEM M BBIPAXKAIOT CIOBOOOpa30OBAaTENbHOE U
(unmm) rpammarryeckoe 3HadeHne. OHM MOTYT OBITH HETIOCPEACTBEHHO IMepe]] KOPHEM HITH
nepen ApyruM (apyrumu) npedukcom (mpedukcaMu), HO MPUCOCTUHSIIOTCS HE K OCHOBE,
Kak cy(ddukcel, a k cinoBy. Takum oOpa3oM, OHH 00pa3yroT clioBa Ha 0a3e HE OCHOB, a
cioB. [...] B cucreme riaroma mMpoOKO pacHpoOCTPaHEHO HCIOJIb30BaHHE MPE(PHUKCOB B
cl10BO- ¥ hopMooOpasyromiel GpyHkmun. B 3TOM ciiyyae OHH OJHOBPEMEHHO BBIPAKAIOT U
CIIOBOOOPA30BATENIFHOE U IPaMMAaTHYECKOE 3HAYCHUE, BBICTYNAIOT KaK CHHKPETHYECKUE
Mopdembl. Hampumep, B Tharonax nepepewums, nepecesams, nepeoeiums TPHUCTABKa
nepe- 0003HauaeT JEHCTBHE, KOTOPOE BBIIOJHSAETCA 3aHOBO M HHAde. OITO
ci0BooOpa3oBarenbHOe 3HaueHue. OIHOBPEMEHHO IpPHUCTaBKa mepe- B 3THUX IJarojax
BBIP@YKAeT TPaMMaTHYECKOE 3Ha4eHHE cOoBepIIeHHOro Buaa. Cp.: wums (HECOB.) - nepe-
wums (COB.), cesimb (HECOB.) - nepe-cesmv (COB.), Odenumsv (HECOB.) - Hepe-Oenums

(coB.).» (TuxonoB 1996:667-668).

This quote contains a puzzle. If prefixes are used to derive one word (lexeme) from
another one, how can they have a grammatical (inflectional) meaning besides their lexical
(derivational) meaning? After all, the meaning which results from a word formation
process always stands in privative opposition to the meaning of the initial form. The
meanings of different inflectional forms, on the other hand, are non-privative (cf. Ilnynrsn
1988:19).

The aim of this paper is to solve this puzzle. I attempt to illuminate the function that
prefixes play in the verbal grammar of Russian. We look for an explanation of why, at
least at first sight, verbal prefixes at the same time express derivational and grammatical
(aspectual) meanings.

The paper accordingly belongs to the theoretical discipline called ,,prefixology*
(mpedukconorusi) of which Krongauz says that it represents partly aspectology and partly
word formation theory (cf. Kponrays 1997). In this paper, I will focus on aspectological

questions. I will highlight the range of grammatical processes which constitute the



category of aspectuality in Russian, hoping to find the key to understanding the puzzle
from above. In other words, the present paper represents the strategy «k mpuctaBke uepe3

Bu» (Kponrays 1997:81).

0.2. The system of Russian prefixes
Which linguistic expressions can be called prefixes? Here I follow Krongauz (Kponrays
1993, 1995, 1998). Krongauz assumes that Russian prefixes form a system, more precisely

three systems:

«bonee KOHKPETHO MOXKHO TOBOPUTH O TPEX MPOSBICHUSIX CHUCTEMHOCTH B CEMaHTHKE
MPUCTABOYHOTO CIOBOOOPA30BaHMS B PyCCKOM sI3bIKE [...]. Peub umeT 00 omucanum tpex
TUMOB B3aWMOJICUCTBUS 3HAYEHUW: B paMKax OJHOM MPHUCTaBKU, B paMKax BCEro
MMPUCTAaBOYHOT' O CJIOBOOGpaI}OBaHI/ISI U, HAKOHCII, O B3ElHMOI[CI>iCTBPIPI 3HAUYCHUS IJ1arojabHOMI

OCHOBBI CO 3HaUEHUSMH Pa3IMYHBIX MPUCTaBOK.» (Kponray3 1995:37).

To participate in these systems, an expression must at the same time fulfil five conditions

(cf. Kponrays 1998:101-105):

condition 1: prefixes must be capable of forming verbs.
condition 2: prefixes must combine with verbs.
condition 3: prefixes must perfectivize.

condition 4: prefixes must be productive.

condition 5: prefixes must be atomic (=non-complex).

Due to condition 5, elements like, for instance, npous- in npousotimu are excluded from
the system. Elements like npo- or us- participate in the system, however. Condition 4
excludes elements of Old Church Slavonic origin, which are not productive today, like
603-, npe-, npeo-, co- (as in couyecmeosams) or Hu3- (as in Huzeecmu) (see also Mcauenko
1960:149). Condition 1 rules out elements like 6e3- in 6e3deticmeoasms because they are
better analyzed as nominal prefixes: [deiicmsueln >[6e3-Oeticmsue]l N > [be30eticm-
6osamy] y. Due to condition 2, o6e3- in ob6esspéoums is likewise barred from the system:

Isac¢enko shows that o6ezspédums must be analyzed synchronically as o0-6e3epéo-umuw, in



analogy to, for instance, o-uepn-umo (there is no Russian verb epéoums, although there is
speoumy), cf. Ucauenko 1960:150-151, but see TuxonoB 1996:316 for a different stand.
From that there is no such verb like 6e3spéoums, we see that o- need not necessarily
combine with verbs. Last but not least, condition 3 determines that a prefix such as ceepx-
is located outside of the system of verbal prefixes because, for instance, ceepxnpogooums
is imperfective. The same holds for all other non-perfectivizing prefixes like npomuso-,
co- or, stemming from Latin, de-, duc-, pe- (cf. Kponrays 1998:103).

Traditionally, the system of Russian verbal prefixes is said to contain 18 prefixes (cf.
Isacenko 1968, Bunorpamos et al. 1952, Ucauenko 1960). Dividing o- (06-, 060-) into two
elements o- (06-, 060-) and 06- (060-, 0-), Krongauz counts 19 (cf. Kponray3 1998:131-
148). For the Russkaja Grammatika (1980) o- and 06- likewise represent two prefixes; the
authors list 24 elements, of which 16 participate in the formation of aspectual pairs.
Among those 24 are 603-, Hedo-, Hu3-, npe-, npeo- and one element co,-. What is missing
is nepe- (cf. llIBemona et al. 1980:586). Following Krongauz, I will assume that in Russian
word formation, there are 19 elements that take part in the regular system of verbal

prefixation (cf. Kporrays 1998:99)'. Here they are:

6- (60-), 83- (6c-, 830-), 6bl-, 00-, 3a-, U3- (Uc-, U30-), Ha-, HAO- (HA0o-),
o0- (06-, 000-), 00- (060-, 0-), om- (omo-), nepe-, no-, noo- (n00o-), npu-,

npo-, pas- (pac-, paso-), c- (co-), y-.

0.3. The grammatical category of aspect

Experts disagree as to the grammatical status of the category of aspect. When asked by
Certkova et al. whether aspect is an inflectional or a derivational category, the participants
of the Aspectological Seminar 1994-1995 at MGU gave diverse answers (cf. UepTkoBa et
al. 1997:132-133): for nine scholars, aspect is a classificational category, one states that it
is “likely to be a classificational category”. Six think that aspect is an inflectional
category. Two others believe that aspect is closely related to the category of number. Ten
researchers locate aspect at the borderline between inflection and derivation. One takes

aspect to be a phenomenon in its own rights. Two reply that the question is not correctly

" In what follows, I will use the term ,,prefix* to refer to one of these 19 elements. If necessary, I will speak
of ,,system prefixes®.



asked, one is not satisfied with the two alternatives, and one even considers aspect to have
no grammatical status at all.

The present paper subscribes to the interpretation of aspect as a classificational category,
as advocated for example by Paduceva (1996). Accordingly, the aspectual system is
closely related to the system of nominal classification (gender). Let me briefly sketch my
basic assumptions:

On a very high level of theoretical abstraction, gender and aspect build on the same
grammatical principles. Both are based on a grammatically relevant partition of the
(nominal or verbal, respectively) lexicon. That is to say, both rest on the formation of
grammatically relevant lexical categories (lexeme paradigms). The difference between the
two phenomena can be traced back to the difference between nouns and verbs. Thus,
gender is stem classification in the realm of nouns, and aspect is stem classification in the
realm of verbs. This is the classificational dimension of aspect. On top of this, Russian
developed morphological means to shift verbal lexemes from the one lexical class in
which they are primarily stored to another lexical class. The resulting oppositions are no
longer oppositions of lexemes, but of word forms. This is the inflectional dimension of

aspect.

1. Three types of paradigms

1.1. When conceptual space turns into grammatical space

Manvyux, cnaswuii 6 00HOU KOMHAME CO MHOI, MUXO 2080PUTL
cam cebe, y8epeHHblil, YUMo 51 20 He CIbIULY.
Movr cnnsam? He.... Mot cnnum? He.... Mui cnniom? He....

(Kopneit YUykosckuii 1999:308)

Grammatical categories divide the conceptual space that they refer to into different zones,
with different morphological constructions being in charge of each zone. This brings it

about that grammatical categories can be represented as paradigms.



((COBOKYHHOCTB BCCX TI'pPAMMATHUYCCKUX 3Ha‘leHHI>i, MNpEACTAaBJICHHBIX Y HCKOTOpOﬁ
JICKCEMbI WJIM AOOIIOJHHUTCIBHO IMPUIIMCAHHBIX ef/'I, C YKa3aHUCM MIJId KaXXJ0ro M3 HHX,
Kakas CJ'IOBO(I)OpMa (I/IJ'II/I CJ'IOBO(l)OpMLI) 9TOM JIEKCEMBbI MMEEeT JAaHHOC I'paMMaTHUYCCKOC

3HAUYEHHE, Ha3bIBACTCS MApaAUTrMON JaHHOU JeKceMbl.» (3anu3nsik 1967:30).

”A paradigm [...] is the partitioning of grammatical space by a set of related forms.”

(McCreight & Chvany 1991:94).

Two features of paradigms are particularly important as far as the representation of
grammatical categories is concerned. First, paradigms are often defective which means
that certain "boxes" are not associated with any formal exponent. Such gaps in the
paradigm may be systematic or arbitrary. Non-arbitrary gaps result from the
incompatibility of the semantic features associated with the specific paradigm zone and
the semantic features of the lexeme entering the paradigm (cf. Usamm 1993:232-233).
Secondly, paradigms often show syncretisms, which means that the signantia of different
constructions within a paradigm coincide. Even though syncretisms may result from
chance (Jakobson 1958/1984), it is none the less syncretisms that tell the linguist about the

regularities behind the seemingly chaotic structure of a paradigm:

”A potent theoretical, or perhaps rather metatheoretical, motive is that if everything in the
realm of language - as well as in the animal, vegetable, and mineral kingdoms - is
reducible to some natural order (except perhaps the exceptions), it would be odd if in
inflectional paradigms, the backbone of of grammar, order had to be admitted to be

arbitrary.” (Plank 1991:162).

This notion of paradigms as (psychologically) real entities departs from the structuralist
view according to which paradigms are not discovered, but constructed by scientists for

the sake of theorizing:

«MmapagurMa B TCPpMHUHAX IMPOCTPAHCTBA MPCACTABIACT WM «MOACIUPYET» THUIIOTE3Y O
CCTCCTBCHHOM SBJICHUU, B IAHHOM CJIy4ad€ O CJIOBOXPAHUIIHUIIC B MO3I'y HOCUTCIIA SA3bIKa»

(UBanu 1993:242).



According to Plank, the architecture of a paradigm should be (re)constructed in
accordance with the following three criteria: First, homonymous morphemes should be
represented in neighboring boxes. Second, the grammemes (Plank: "terms") of a
grammatical category should be linearly ordered, if possible. Third, the order of
grammemes of a category should be stable across different lexemes (Plank 1991:166).
Often, different architectures can be determined for different classes of lexemes within
one and the same grammatical category. In this case, the language at hand possesses

"declensions":

“Different declensions correspond to different paradigms; i.e., to different ways of

partitioning the grammatical space” (Chvany & McCreight 1992/1996:223).

According to Lehmann (Lehmann 1999a, 1999b), Russian possesses three types of
grammatical categories: inflectional, classificational, and derivational categories. All of
them form paradigms. Due to their different grammatical functions, however, inflectional
paradigms, classificational paradigms and derivational paradigms have different

properties.

1.1.1. The opposition of word forms: inflectional paradigms

(In inflecting languages,) every lexeme corresponds to a set of word forms differing from
each other with respect to their grammatical value. Such a set of word forms can be
represented as a paradigm. The nominal paradigm in German and Russian, for instance, is

made up of two elements, a singular and a plural form.

«Kareropueir (cyOCTaHTHBHOTO) 4YHCJIa Ha3bIBACTCS KATETOPHS, DJIEMEHTBI KOTOPOM
YKa3bIBAIOT KOJIMYECTBO COOTBETCTBYIOIIUX OOBEKTOB. [...] ‘€AMHCTBEHHOE YHUCIIO [OJHMH

00BeKT] ~‘MHOKECTBEHHOE uncio’ [0osee onHOro o0bekTal» (Menbuyk 1998:89).

Abstractly speaking, a grammatical category is inflectional if the lexical stem takes on
different morphological shapes to signify different conceptual-semantic zones

(grammems) provided by the grammatical category:
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Conceptual Space

Grammem A Grammem B

Stem + Marker a Stem + Marker b

It is possible that, in one function, the stem shows up in its bare form (zero marker). On
any event, two different wordforms contrast with each other. This can be illustrated by the

Russian number category:

Conceptual Space
Singular Plural
N noM-J IOM-a
G JIOM-a JIOM-0B

Conceptual Space

Singular Plural
N KOMHaT-a KOMHAT-bI
G KOMHAT-bI KOMHAaT-JJ

Affixation is not the only way to build inflectional forms. In German, for example, the
plural value may be expressed by means of Umlaut of the stem vowel, compare the two

word forms for “daughter”: [, die Tochter | vs. [p die Tochter].

«O3HauaroluM IpeajgaraeTcsi Has3blBaTh JI0O0M BOCHPUHHMMAEMBbIM (MpsAMO WU
KOCBEHHO) HOCHTENIb HEKOTOpOro 3HA4yeHus, TOYHEee, TO, YTO HCCIeA0BaTeNlb
IIPOBO3IJIAIIAET HOCUTEJIEM 3TOr0 3HaudeHHs. Torna o3Ha4darollMMHM MOTYT OBITH HE
TOJIbKO «JIMHEHHBIE», «CETMEHTHBIE» OTPE3KU - LETMOYKH (POHEM, HO U OINpe/ielCHHBIE
CyNepCerMeHTHbIE (=MPOCOIUYECKHUE) SIBJICHMS, U pa3HOro poja omnepauuu» (Menbuyk

1973:20).
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Umlaut exemplifies the latter kind of operation. Bybee & Dahl coined the term "gram" to
subsume segmental and suprasegmental strategies of forming grammatical words (cf.

Bybee & Dahl 1989:51, see also bBynbiruaa 1977:130-131).

1.1.2. The opposition of lexemes: paradigms of classificational categories

Word class oppositions serve a different grammatical purpose than inflectional
oppositions. To inflect is to subdivide the semantic space given by a single lexeme
according to semantic parameters (like, for instance, singular or plural) such that each
word form has a more specific informational content than the initial lexical category. In
contrast to that, lexical word classes are established on the basis of a comparison of the
semantics of different lexemes; the variety of lexemes of a certain domain (e.g. all verbs)
form lexical classes by virtue of their lexical content, without any impact from the side of
the grammatical system. Paduceva calls such lexical classes " taxonomic" or "ontological"
categories, cf. Paducheva (1998:353).

It is a characteristic feature of the lexicon that its elements stand in semantic relations
toward each other (cf. Lyons 1977: "sense relations"). By themselves, ontological
categories are non-grammatical, but they can gain grammatical relevance. The underlying
reason for this is that grammtical structures inevitably resort to ontological categories.
Ontological categories, so to speak, form the fundament on top of which the grammatical
architecture is based (cf. Jackendoff 1990).

Lexical classes are established on the basis of two (or more) ontological categories which
serve to demarkate the partitioning the lexicon; languages differ as to which ontological
oppostitions they "decide" to make use of. Below I will illustrate this process with

reference to the category of grammatical gender.

According to Lehmann, classificational catgories manifest themselves as oppositions of
lexical stems (Lehmann 1999a:144). This implies that, side-by-side with their usual
lexical-conceptual meaning, such lexical elements have a grammatical meaning. This
grammatical significance must somehow be reflected in the lexical entry. Accordingly, we
can think of a lexical entry as integrating two sorts of information. The fundamental first

layer of the lexicon is made of those pieces of information that Zaliznjak calls
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"nominative" (cf. 3amusnak 1967:22-24). These information units stand in taxonomic
sense-relations toward each other. The second layer of the lexicon is constituted by
nominative units of the first layer furnished with "syntactic" (Zaliznjak) pieces of

information:

«[H]oMrHaTUBHOE 3HAUE€HHE HEMOCPEICTBEHHO OTpPa)kaeT («HA3bIBA€T») BHESA3BIKOBYIO
JNeHCTBUTENBHOCTD (TPEAMETHI, COOBITUS, IPU3HAKH, OTHOILIEHHS H T.J.); CHHTaKCHYECKOE
3HaYEHHUE OTPAXKAET JIUIIb CIOCOOHOCTH CIOBOQOPMBI BCTYyHaTh MPU MOCTPOEHUH (Ppa3bl B
OIpeieIeHHbIE THIBl CHHTAKCUYECKOM CBSA3M C OINpENeNIEHHBIMU KJIaccaMH CJI0BOGOPM.»

(Banususk 1967:24)

In other words, if we think of the lexicon as a conceptual space, then the first layer of the
lexicon would be a purely semantic conceptual space, while the second layer would be a
grammaticalized conceptual space. This two-layered architecture of the lexicon is built in
the linguistic terms "root" and "stem". The former refers to the first layer, the latter refers

to the second layer:

”To turn to root, although root and stem both designate sound forms of lexemes, the most
important difference between them is that a root is defined with respect to a lexeme, while
a stem is always defined with respect to a realization rule. One might say that root thus
abstracts away from all morphology. The most important thing about roots, in the sense
for which I wish to reserve the term, is that they be morphologically unanalyzable. A root
is what is left when all morphological structure has been wrung out of a form.” (Aronoff

1994:40).

I will accordingly speak of lexical stems whenever some lexical element (e.g. in word
class formation) is enriched by grammatical information. In contrast to that, roots bear
exclusively nominative/ontological information. There are countless (conceptual) meaning
relations holding among roots (e.g. ‘big’ vs. ‘small’, ‘animate’ vs. ‘inanimate’, ‘visible to
the speaker’ vs. ‘invisible to the speaker’, ‘male’ vs. ‘female’, ‘poisonous’ vs. ‘eadible’
etc.). The (grammatical) meaning relations among stems, by contrast, are limited; their

range and organization is dependent on the language-specific grammar. A Russian
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dictionary (e.g. OxeroB & IlIBegoBa 1993), for example, has to specify for any verb its
aspectual value (perfective or imperfective), and for any noun its gender value (masculine,

feminine or neuter):

«[Y]To0bI TOTHOCTHIO OXapaKTEpPH30BaTh SI3bIKOBOW 3HAaK [...] HYXXHO 00s3aTelbHO
yKa3aTh 10 KpaiiHell Mepe TPH BEIIM: KPOME O3HAYAIOLIEr0 M O3HAYaeMoro Tpelyercs
elle JaTh CBEJIEHUS O MpaBUJIaX CMHTarMaTH4E€CKOro KOMOMHHPOBAHUS JaHHOTO 3HAKa C
JpYrUMH 3HakamH. [...] Torma mMbl MOXEM cKa3aTh, YTO A3BIKOBOM 3HAK €CTh TpoWKa: <
O3Havarolee, 03HauaeMoe, CUHTakThuKa >» (Menpuyk 1973:20, emphasis: Menpuyk; see

also Bierwisch 1982:65).

Against this background, the formation of lexical classes is describable as the profiling of
certain semantic contrasts of roots yielding grammatically relevant oppositions of lexical

2
stems™:

Conceptual Space A Conceptual Space B
Grammem A Grammem B
Stem a Stem b

The function of forming lexical categories (word classes) is to ease identifying lexical
words, i.e. symbols for context-independent concepts. Moreover, lexical categories form
the base structure on top of which grammatical processes operate. Therefore, grammatical
categories also ease identifying grammatical words, i.e. symbols for contextually specified

concepts.

A typical representative of a classificational category is nominal gender (e.g. 3anu3HsK
1967:31, MacnoB 1997:127). Corbett shows that the formal marking of a Russian noun as
either ‘masculine’, ‘feminine’ or ‘neuter’ is governed by the semantic classification
according to sex. When sex is irrelevant, i.e.when a noun names a kind of thing which is is

not specified for sex, the noun will receive its gender value by virtue of the type of

? Zaliznjak speaks of the opposition of paradigms (cf. 3amm3usik 1967:32). Classificational categories then
form, so to speak, inflectional paradigm paradigms.
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declension it belongs to. This point of view is supported by examples like dedywxa or
0s0s. These nouns are masculine even though they belong to declension II which is
usually associated with feminine gender (see Corbett 1991:34-43 for details). Whether the
gender value is semantically given or whether it is due to morphology, it will have to be

specified in the lexical entry. As Lehmann writes:

”Im Falle der Substantive fiir unbelebte Objekte, vgl. stol, stena, okno, ist das Genus
unabhédngig von der lexikalischen Bedeutung, aber auch hier ist es abhidngig vom

lexikalischen Stamm” (Lehmann 1999a:141).

To recapitulate, one of the ontological-conceptual dimensions structuring the root lexicon,
biological sex, gains grammatical significance, which manifests itself in the stem lexicon
as the gender system. Since only a subset of all nouns can be categorized according to sex,
the language has to resort to other criteria besides sex to integrate all nouns into the
gender system. This brings it about that there are two main strategies to assign gender: If
the noun denotes a kind of thing classifiable according to sex (‘male’ or ‘female’), this
property will govern gender choice ("semantic assignment", cf. Corbett 1991:40). The
semantic content of the sign determines its grammatical category (see also Ilmynrsn &
Pomanosa 1990:240: "conepskatenbhas nerepmunanus”). If the kind named by the noun is
not unequivocally specified for sex (e.g. cobaxa), gender will be assigned according to
declension type. The result is a classification of (almost) all Russian nouns according to
masculine, feminine and neuter nouns, which enables the evolution of agreement patterns

that help identifying syntactic relations within a sequence of words.

«C 3TOM TOYKM 3pEHMs] M Ta IpaMMaTHYeCKas KaTeropus, KOTOPYH Ha3bIBAlOT POJIOM
(Hampumep, B HHAOEBPONEWCKUX WM adpa3suiCKUX s3bIKax), U Ta IpaMMaTH4ecKas
KaTeropusi, KOTOPYIO Ha3bIBalOT (MMEHHBIM) KjJaccoM (Hampumep, B HUIEpO-
KOHT'OJIE3CKHMX, B YaCTHOCTU B OaHTy) HMYEM HE OTJIMYAIOTCS APYT OT Jpyra: 3TO
KOHKPETHO-SI3bIKOBbIE pealu3alii OAHOM M TOW e TIpaMMaTHYeCKOW KaTeropuu

”cornacoBatenbHbli Ki1ace”» (Ilnynrsn & Pomanosa 1990:232).
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Accordingly, Zaliznjak deals with category of gender in Russian under the heading

«['pammaTHyecKasi KaTeropus coriaacoBaTelbHOIO Kiacca» (3anususk 1967:62).

1.1.3. The opposition of base and derivation: derivational paradigms
Mel'¢uk describes derivational meanings as meanings which are not inflectional but
expressed by linguistic forms similar to inflectional markers (cf. Menpuyk 1997:272). The

crucial difference is characterized as follows:

«B TO Bpems kak rpaMmema o0s3aTENbHO TMPHHAUICKHUT K HEKOTOPOW KAaTEeropuu M
OIpeNIeNsIeTCs UMEHHO KaK 3JIEMEHT CJIOBOM3MEHUTEIIBHOW KaTeropuy, JepuBaTeEMa BOBCE

He 00s13aHa MPUHAJISKATh K KaKoW-110o kateropuu.» (Menbuyk 1997:273).

Whereas grammatical meanings by definition form oppositions, for derivational meanings
it holds that: «...nepuBarembl HE OBS3AHbI BXOJUTHh B IPOTHUBOIIOCTABIICHUS: B OTINYHE
OT TrpaMMeM, OHH MOTyT YCIEmHO (YHKIMOHHUPOBATH W  BHE  BCSAKOTO
npotuBornoctasienus.»y (Mempuyk 1997:273). Derivation is, so to speak, the linguistic
means to explore new land on the conceptual-semantic map: «B akTtyanpbHOM mpoiecce
pedeBoil kommyHHKanuu OHO (=word formation, OMR) wH3roToBIsieT JIEKCEMBI, HE
MOJJIeXkKAIINE 3aHECEHUIO B ciioBapb» (Menbuyk 1997:294).

None the less, linguistic expressions resulting from derivation at the same time form
systematic oppositions with their base expression. If, for example, the derivational suffix -
ux attaches to dom to form dom-ux, the base and the derivation stand in a regular semantic
opposition: dom relates to domux in the same way as xkom relates to komux, msau to Mauux,
nmuya to nmuuxa etc. As noted by Plungjan (cf. Ilnynrsu 1988), the base form and the
derived form stand in a privative opposition: while the semantics of domux contains,
roughly speaking, the components ‘house’ and ‘small’, dom means simply ‘house’ (and
not ‘non-small house’). Importantly, privativity is not compatible with the criterion of
obligatoriness characteristic of grammatical oppositions: privative oppositions are those
oppositions in which the signaling of a certain value of some attribute opposes to the non-

signaling of a value of this attribute, which obviously runs counter to obligatoriness:
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”if Category I announces the existence of A, then Category II does not announce the
existence of A, i.e. it does not state whether A is present or not”

( Jakobson 1931/1984:1, see also Jakobson 1957/1984:47).

While derivational meaning oppositions are privative, grammatical oppositions are not:
«[I'lpammaTnueckue ONMO3UIMU HE MOTYT ObITh mpuBaTUBHBIMW» (IlmynrsH 1988:19).
According to Plungjan, the obligatoriness of grammatical oppositions implies their non-
privativity. Consequently, oppositions resulting from derivational processes cannot be

- 3
"grammatical".

2. Aspect as a classificational grammatical category

2.1. A semantic assignment rule for aspect

We saw that lexically derived forms stand in privative semantic opposition to their base
form, in contrast to grammaticalized inflectional semantic oppositions which are never
privative. But then, how comes that the grammatical category of aspect in Russian is often
viewed as a derivational category?

Independently of each other, Bybee and Dahl observed (on the basis of respective 50 and
64 languages) one type of perfective aspect that evolved via inflection and another type of
perfective aspect that evolved via derivation (cf. Bybee & Dahl 1989). In languages of the
second type the perfective marker can be traced back to so-called bounder-elements
(comparable to the English out, up, apart...), which modify the verbal stem with the effect
of making the process denoted by the verb ‘bounded’ or ‘telic’. Russian is a typical

representative of this type of language:

“In spite of the parallels that can be found in other languages, Slavic languages seem to
have gone further than other languages towards generalizing the applicability of bounder
perfectivization, and making it an essential part of the aspect system”

(Bybee & Dahl 1989:86).

? Here Plungjan's terminology differes from Mel uk's who considers inflectional as well as derivational
meanings to be grammatical meanings: «3HaueHKe HA3bIBACTCS 2PAMMAMUYECKUM, €CITH OHO SIBJISETCS 100
CJIOBOM3MCHUTCIIbHBIM HJIN KBA3WCJIOBOU3MCHHUTCIIBHBIM, J'II/I6O CﬂOBOO6paSOBaTeHLHI)IM)> (MeanyK

1997:307).
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It seems that only (most of the) Slavic languages developed secondary imperfectives on
the basis of the bounder perfectives; ’a derivational imperfectivization process by which
secondary imperfective verbs are formed from perfective ones” (Bybee & Dahl 1989:86).
Note that Bybee & Dahl consider secondary imperfectivization to be a “derivational”
process. Jumping ahead, we will see that this is not correct.

Thus, Russian somehow integrates both lexical derivation and grammatical inflection into
one grammatical category. Lehmann accordingly calls aspect “derivational grammatical
category” (Lehmann 1999b:215). At a different place he explains that derivational
grammatical categories occupy an intermediate position between inflectional and
classificational categories (cf. Lehmann 1999a:144). Paduceva takes on the following

stand:

«..TpakToBaTh BHUJ B TIpPaMMaTUKE HE KaK CIOBOM3MECHUTEIBHYIO, a KakK
KJIaCCHPUITUPYIONTYI0 KaTeropuio [...]. [M]bl UCXOAMM W3 TOTO, YTO TJIArojbl PasHBIX
BHUJIOB - ATO pa3HbIC JIEKCEMBbI, a HE CIOBO(OPMBI OJHOHM JIEKCEMBbI. [’ paMMeMbl BHUIA -
HCB u CB - B cocraBe »THX JIEKCEM HMEIOT KaXkiaasi CBOe€ 3HaueHue. Ero M HaIo
UCTOJIKOBaTh. T.e. 0OBEKTOM pPAacCMOTPEHUS CIY)KHT TO 0OIee, YTO €CTh B TJIarojax
OJIHOTO BHJA, a HE T€ pa3auyue, KOTOPbIe CYIIECTBYIOT B BHAOBBIX Iapax pa3HbIX

riaronos.» (ITagydea 1996:85)".

Following Paduceva, I will view aspect for the time being as a classificational category.

Let us remember: languages differ as to which semantic features they “choose” to become
relevant for grammatical processes to operate on; the lexical classes defined by the
“chosen” semantic features then gain grammatical relevance. In the domain of nouns, for
example, the lexemes orcenwyuna and myoxcuuna, cecmpa and 6pam, weuya and zes etc.
form pairs according to the semantic feature of sex, which is grammatically relevant in
that the sex value of the denotation of the noun determines the grammatical gender value

of the noun. Now, verbal lexemes associate with an aspectual value by virtue of their

* Note what the same author stated earlier on: «IT0CKONBKY BHJI CUMTAETCS CIOBOM3MEHHTENBHOI
kareropueii, coBokynHocTh hopm CB u HCB paccmarpuBaeTcst Kak OJUH U TOT JKe TJIarod - eciI,
pazymMeercsi, y riiaroia ecTb 00e popMbl, IPUTOM C ONPEAEIEHHBIM «CTaHAAPTHBIMY CEMaHTHUECKUM
cootHorrenuem» (Ilagydena 1986:418). This passage is dropped in the revised version of the 1986-paper
(cf. [Tamyuesa 1996:16).
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semantic structure in a similar way. It should be noted, however, and this is also in perfect
analogy to nominal gender, that not every verbal lexeme receives its aspectual value on
the basis of its semantics. There are still other principles governing aspectual
categorization besides semantic assignment (all of the verbal lexemes possessing the
semantic feature X associate with the grammatical aspectual value Y). It is time to point
out that every Russian verb has its aspectual value. Being a grammatical category, verbal

aspect is obligatory after all:

«Buzn B pycckoM sA3BIKE SABIIETCS T'paMMaTHYECKOM Kareropueil. Uro 3To 3HauMT? ITO
3HaYUT, 4YTO €€ BbIpAKEHUE O005A3aTeIbHO: BCAKUM IJ1aroj, yHoOTpeOJICHHBIH B
BBICKa3bIBAHUM HA PYCCKOM SI3bIKE, 00J1a1aeT TeM WM UHBIM 3HAU€HUEM KaTeropuH BHUJA,
T.€. IBJISIETCS TJ1arojIoM JIM00 COBEPILEHHOI O, IN00 HECOBEPIIIEHHOTO BUIA»

(Banmmzusk & Imenes 1998:9).

What in particular ist the semantic assigment rule associating Russian verbs with their
aspectual value? Let me briefly discuss Paduceva’s (ITagyueBa 1996) answer to this:

In the tradition of Maslov (MacnoB 1948) and Vendler (Vendler 1967), Paduceva
classifies Russian verbs semantically according to the kind of situation that the verb
describes with respect to the grammatical reflexes that it shows. Thus, those semantic
criteria are determined that, directly or indirectly, impact on the morphology or syntax of
Russian sentences. In other words, Paduceva tries to identify those semantic oppositions
of the root lexicon that manifest themselves as grammatically relevant oppositions in the
(verbal) stem lexicon of Russian. As a consequence, the lexical entry (dopmar
tonkoBanus) of every verb is coindexed with one of the relevant Aktionsart classes.
Paduceva speaks of verbs as belonging to “primary T(axonomic)-categories”. At one
point, Paduceva refers to primary T-categories as ~’ceMaHTHYECKHE NpPEICKA3AHHS
(ITagyueBa 1996:121). Leiss, who develops very similar thoughts with regard to Germanic
Languages, adopts from Dressler the term “verbal character to name the Aktionsart of a
verb (cf. Leiss 1992). The verbal character is fully determined by the meaning of the root.
While it is one criterion (‘male’ or ‘female’) that partitions noun into two classes
according to sex, it is six semantic criteria in Paduceva’s analysis (‘static’ or ‘dynamic’;

‘temporally located’ or ‘temporally non-located’; ‘controlled’ or ‘uncontrolled’; ‘telic’ or
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‘non-telic’; ‘resultative’ or ‘non-resultative’; ‘momentary’ or ‘temporally extended’) that
together lead to eight hierachically ordered primary T-categories («Hepapxusi HepBUYHBIX
T-kxateropuii», cf. [TagyueBa 1996:107). Here they are (the brackets contain the Russian

label and an example)’:

1. stative relations not located in time (BHeBpeMeHHbIE CBOWCTBA\COOTHOIIICHNUS, €.&. 8Meuants)

. states located in time (COCTOSHUS HHT€PEHTHBIE, €.2. 601emb)

. dynamic controlled non-telic situations (zesiTeIbHOCTH, €.8. 2Vasimb)

. dynamic controlled telic non-resultative situations (neficTBusi OOBIYHBIC, €.2. OMKPLIMb)

. dynamic controlled telic resultative situations (qe#icTBHsI C aKLIEHTOM Ha pe3yJbTaTe, €.g. HAumu)
. dynamic uncontrolled non-telic situations (Tporeccsl HeTIpeebHEIC, €.8. KUnems)

. dynamic uncontrolled telic temporally extended situations (nporeccsl npeaeNbHbIE, pacmasims)

[c BN B Y N A S

. dynamic uncontrolled telic momentary situations (npowuciiectsusi, z.B. nuwumocs).

Now, according to this theory, the T-category membership of a verb determines its
primary (default) aspectual value. Thus, eight semantic features are in effect responsible
for assigning the values ‘perfective’ or ‘imperfective’ to verbal lexemes in Russian. Verbs
of class 1, 2, 3 and 6 are basically imperfective, verbs of class 4, 5, 7 and 8 are basically

perfective.

2.2. Nominal classes and aspect

In this section, I will more carefully pursue the analogy between the stem classification in
the realm of nouns (gender) and the stem classification in the realm of verbs (aspect).
Plungjan & Romanova distinguish between two types of systems of nominal
classification: agreement class systems and classifier systems (cf. [Inmynrsa & Pomanosa
1990). Both kinds of systems differ from each other in two respects. First, nominal
categorization in classifier systems (e.g. in Vietnamese) is restricted to certain syntactic
contexts like, for instance, the combination with numerals. In contrast to that, nominal
categorization in agreement class systems (e.g. in German or Russian) is context-
independent; the category that a noun belongs to must always be signalled, i.e. it is
obligatory. Furthermore, even though «lIpuHUMNUANBHBIX pa3nUYMii B CEMaHTHUKE
corjacoBaTelbHbIX KjIaccoB U kiaaccudukaTopoB HeT» (I[lmynrsn & Pomanoa 1990:242),

both kinds of systems differ with respect to how transparent their semantics typically is:

> For the precise definitions of the semantic criteria, please consult Padugeva 1996,
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«Ecau ynorpebneHue corjacoBareibHbIX MOp(EM B HACATBHOM, TaK CKa3aTh, CIyyae
BOOOIIE HE CBS3aHO C CEMAHTHKOW, TO ymorpebieHue kiaccupuuupyrommux mopdeMm B
TaKOM JK€ HJACAIbHOM CJIyyae LEJUuKoM ompenensercss ceMmantukoil.» (Ilnmynran &

Pomanosa 1990:237).

For agreement class systems, this leads to a somewhat paradoxical situation:

(([Y] COTJIACOBATCIIbHBIX KJIACCOB HET W B IIPUHLOUIIC HE HOJIKHO OBITL HHMKAaKOI'O
CCMAHTHYCCKOI'0 COACPXKaHUA W B TO XKC BpEMsd HC CYHCCTBYCT COIrIaCOBATCIIbHBIX
CUCTEM, MOJIHOCTBHIO JIMIIECHHBIX CCMAHTUYCCKOT'O COACPKAHU.»

(ILmynran & Pomanosa 1990:239).

Plungjan & Romanova propose a historical explanation along the following lines (see also

Kibrik 1992):

«CymiecTByeT THUIOTE3a, COIJIaCHO KOTOPOHl MakcHMaibHas CTENEHb CEMaHTUYECKOMH
MOTHBUPOBAHHOCTH TPUCYIIA CHCTEME B MOMEHT €€ BO3HUKHOBEHHH [...]; Jajiee CIeAyIoT
NPOLIECCHl TIOCTENEHHOW JI€CEMaHTH3aluu C OOHOBIICHHMEM CEMaHTHYeCKOH Oa3bl (cp.
MOSIBIICHHE ~OJyIIEBICHHOCTH B KIACCHBIX CHCTEMaX CIIaBIHCKHX SI3BIKOB M OaHTy) U

T.4.» (Ilmynrsn & Pomanosa 1990:241).

((HCXOI[H&H npupona KJ'IaCCI/I(I)I/II_II/Ipy}OH_II/IX KaTerOpI/Iﬁ BCCrga CCMAHTHUYCCKasd, HO B
Pa3JIMYHLIX A3bIKAX OHHM MOTYT B pa3H0171 CTEIICHH OBIThH OCHAIICHBI KOAUPYIOIINMHA

CpeICTBaMU U ~OTPYKeHbI” BTOpUYHbIMU pyHKIHUAMU.» (Kubpuk 1992:127).

Plungjan & Romanova’s characterization of noun class systems boils down to three main

components: First, every noun class system is or was grounded in semantics:

«CoBokynHOCTh Bcex ‘m’ (semantic features, OMR), sBustOmMUXCA CEMAaHTUYECKUMHU
KOppensiTaMH HMMEHHOW Kiaccu(ukanmu, oOpasyeT CEMaHTHUECKyr ©0a3y HMMEHHON

kinaccuukanuy B TaHHOM si3bike» (Ilmynrsn & PomanoBa 1990:241).
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Secondly, the resulting lexical classes are grammatically relevant. It is not a partition of
mere semantic space, but rather of grammatical space (it is not roots but stems which are
categorized). This means that the semantic features in some way or the other manifest

themselves in morphosyntactic patterns:

«[KJoraa Mbl TOBOPHM O IPOTHUBOIIOCTABIICHUN PA3IMYHBIX TPYIIT UMEH, HIMEEM B BUY HE
MPOCTO CeMaHTHUeCKyto auddepernunanuro (Kkotopas, O€CCIIOPHO, TAKKE HMEET MECTO), a
TO, YTO YyKa3aHHBIC pa3IW4Msi MEXKAY TpyNIaMd, TaKk WM HHA4Ye OTPaKaloTCsi B

rpaMMaTH4ecKux npasmiax si3pika.» (Ilnynrsa & Pomanosa 1990:231).

Thirdly, and of crucial importance for us, noun class systems can make use of primary and

secondary semantic oppositions:

«[ClemanTuueckas 6a3a KJIACCHOM CHCTEMBbI COCTOUT U3 JBYX 3HAYCHHI: M3 3HAUCHMIA,
BXOSIIIUX B OTHOIICHHs ()OPMAIIbHOW HMITM COJEPKATEIBHOMN JAeTepMUHAINH (TTEPBHYHBIC
3HA4YEHU), U U3 CIIOBOOOPA30BaTEIbHBIX 3HAUCHUN (BTOpuuHbIE 3HaueHus)» (IlnyHran &

Pomanosa 1990:242).

Determination by content (comepskaTenbHas JeTepMUHAIMS) iS semantic assignment, as
discussed above with respect to the gender category. In this case, conceptual space
impacts on grammatical space, in form of a conditional like the folling one: “if male sex,
then masculine gender”. Determination by form (popmanbnas gerepmunanus) is when
grammatical space impacts on conceptualization. According to Plungjan & Romanova,
Bantu languages make use of determination by form in that they possess rules like the
following one: ”If grammatical class human, then ontological status human” (cf. Ilmynarsa
& PomanoBa 1990:240). On any event, primarily determined class membership is class
membership as specified in the lexical entry of the noun. Secondarily determined class
membership, by contrast, results from recategorizing a noun by means of a word
formation rule.

Now let us return to verbal aspect and pursue the analogy to noun class systems. We can

expect the aspectual system to likewise entertain the three components. First, aspect is
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grounded in semantics in that it operates on top of certain situation types (Aktionsarten)
corresponding to classes of verbal roots. Secondly, this verbal classification manifests
itself in morphosyntax, which justifies grammatically categorizing verbs as ‘perfective’ or
‘imperfective’, respectively. This implies that the classification is not merely a (purely
semantic) root classification, but a (grammatically relevant) stem classification. Thirdly, a
verb either has the aspectual value which is specified in its lexical entry, or, if the verb is
not listed in the lexicon, but derived from another verb’s lexical entry, a verb may get its
aspectual value from a word formation rule.

Russian aspect is peculiar in that, on top of the classificational category of aspect
described above (sometimes called “lexical aspect”), there evolved an inflectional

category of aspect (sometimes called “grammatical aspect” or “Bug‘).

3. The semantic base of Russian aspect

3.1. Situation and sentence meaning

Nouns prototypically denote objects. Gender classes are accordingly lexeme classes that
semantically correlate with object categories. Verbs prototypically denote events or, as |
prefer to put it, situations. Aspectual classes are accordingly lexeme classes that
semantically correlate with situation categories. Sentences are constructions used to refer
to situations.’ It should be noted that the situation described by a sentence does not match

the situation referred to by the sentence:

”[T]he content of a sentence is a selective or partial description of a situation. Thus, the
situation itself has many more properties than are made explicit by the sentence content.
Some of those can be inferred by the listener from other knowledge sources, others remain

entirely implicit” (Klein 1995:680-681).

% This referential meaning is not the whole facet of the meaning of a sentence, of course. Functionally
speaking, a sentence serves the purpose of performing a speech act (cf. Bierwisch 1982:65, see also Kubpuk
1992:184-186).
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The verb, in turn, gives a partial description of the partial description given by the
sentence. The partial descriptions associated with different verbs can be classified in terms

of Paduceva's T-categories:

”What is specific to our meaning definitions is that they have a certain format specific for
a given taxonomic, i.e. ontological, category of verbs [...]. Different formats are provided

for actions, processes, states, happenings, etc.” (Paducheva 1998:354).

A T(axonomic)-categories is thus the situation kind, or Aktionsart, which is lexically
associated with a certain verb; T-category membership follows from a verbal root's

idiosyncratic semantic properties.

3.2. Time - how the physical manifests itself in the conceptual

The probably most important grammatical manifestations of time are tense and aspect. As
a matter of fact, every utterance happens at a certain point of time. Most languages make
use of this fact by providing grammatical means to express whether the situation denoted
by a sentence is located prior to the moment of speech, at the moment of speech, or after
the moment of speech. In other words, most languages have a tense system, i.e.
grammaticalized means to express temporality.

At the same time, every situation that happens on earth is processing in time. Many
languages make use of this fact by providing grammatical means to express the particular
way that the situation denoted by a sentence is processing in time: whether the situation is
extending continuously over a long time period (e.g. the hunting of a whale) or a short
time period (e.g. the whale's blowing); whether the situation is being interupted (e.g. the
being visible of a whale - the whale appears at the surface, dives away, reappears after a
while, dives away again and so on); whether the situation happens momentarily (e.g. the
spotting of a whale); whether the situation is starting at a certain point of time to last
eternally (e.g. the being dead of a whale) or whether it was holding ever since up to a
certain point of time (e.g. the dying out of a whale species). As these examples show,
situations differ as to the structuring of their "situation time" (cf. Klein 1992, 1995). By
virtue of these differences, situations can be sorted into situation types. Lehmann (1999b)

uses the term "actionality" in this connection: every utterance of a sentence delivers pieces
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of information regarding the actionality of the described situation. If actionality is
expressed by morphosyntactic structures, the language possesses the grammatical category

of aspect.

3.3. Underspecified semantic structures
We saw that time manifests itself in language in that situations are being classified
according to actionality criteria. As is well-known, Vendler determined four such situation

classes for English (cf. Vendler 1967):

Conceptual Space ”’Situation”

Achievement Accomplishment Activity State

These four classes are often reduced to three categories: the achievements are subsumed
under the accomplishments. The three categories are then supposed to be universals, i.e.
entities relevant for every natural language without exception, compare the Jackendoffian
ontological categories 'event', 'action' and 'state' (cf. Jackendoff 1990, see also 3anuznsik &

[IImeneB 1997:40-41):

Conceptual Space ”Situation”

Accomplishment/Event Activity State

There is a problem with this approach, however, when it comes to verbs that Mehlig calls
"pseudointransitives". This is a large group of Russian verbs the semantics of which does
not determine the type of the situation denoted by the sentence.

It is not possible to unequivocally determine the situation type of these verbs because
taken in isolation, these verbs leave it open whether the final situation type will be an
accomplishment (event) or activity. To be sure of the situation type, one has to take into
account the character of the direct object: only if the direct object is holistic (in the sense

of Leiss 1992:51-52), the situation will unequivocally be an accomplishment:

(1) Cmompu, Konsa pucyem. [activity; no direct object]
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(2) Cmompu, Konsa pucyem 3aviuuka. [accomplishment; holistic direct object]

(3) Cmompu, Kons pucyem 3atiuuxos. [activity; non-holistic direct object]

Again, we can note an analogy to the gender classification of nominals. In isolation, a
noun like doctor is not specified for 'man' or 'woman'. Additional pieces of information, in
this case coming from context, must be taken into account to decide the matter so that the

appropriate gender value can be found:

”In the most straightforward examples, like English doctor, the different genders correlate
with different meanings (male or female), which are the core meanings of the genders.
Doctor takes he when it denotes a male, and she when it denotes a female. Given that its
semantics allow it to be used to denote males and females, the normal assignment rules

will account for the genders.” (Corbett 1991:181-182).

Semantic assigment rules presuppose reference. After all it is properties of the referent
that determine which grammatical value to assign. If the referent of my doctor is female,
semantic assignment of gender will yield ‘feminine’. Reference is a matter of pragmatics,
however; it is established neither at the word level, nor at the sentence level, but rather at
the utterance level. For this reason, it is possible that the conceptual-semantic value that is
crucial for semantic assignment is not yet determined at the word or sentence level. That is
to say, expressions may be semantically underspecified with respect to a semantic
assignment rule at the word or sentence level.

German, for example, possesses a small number of nouns which, at the word level, are
underspecified with respect to gender. An example would be Abgeordnete. Sex 1is
specified only after the determiner comes into play: der Abgeordnete vs. die Abgeordnete
(cf. Eisenberg 1994:175). Similar with Russian verbs like pucosamw. Their word-level
meaning is underspecified with respect to actionality. It is only after the direct object
argument of the verb is taken into account that T-category membership, which is relevant
for semantic assigment of aspect, is unequivocally determined.

Going back to the German case, there is reason to say that the article in German is a class
marker. If we have to await for the article to attach to a noun like Angestellte before we

can determine the sex value relevant for gender categorization, then this means that the
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article is the linguistic sign telling us to which class the nominal expression belongs.
Functionally speaking, coreferential elements like personal pronouns serve as class
markers too. However, [ want to reserve the term “class marker” to expressions which
appear within the phrase headed by the possibly underspecified noun. Given this, we can
say: the German article is a class marker, while the English article is not (cf. Corbett

1991:63).

3.4. Underspecified lexemes versus conversion
It is not only the direct object argument of a Russian verb that may influence class (T-
category) membership. Compare the following examples from Paduceva (ITamydera

1996:98):

(4) Kamens 3axpwiean 6xo0 6 newepy.

The stone hid the entry to the cave. | state |

(5) Oxommnux 3akpwiean 6xo00 6 newepy.

The hunter closed the entry to the cave. [ accomplishment |
According to Paduceva, the aspectual interpretation as state or accomplishment is
dependent on whether or not the subject of the sentence bears the semantic feature “’self-

moving”. To name another example, the verb 1706ums can realize states or activities:

(6) Ownu nr0bsm opye opyea.

They love each other. [state]

(7) Omnu nr06am opye opyea mpu paza 8 OeHo.

They are loving each other three times per day. [activity]

The verb cosopums» may even realize three different aspectual contexts; it can naturally be

used as an activity, an accomplishment or a state verb (cf. Lehmann 1999b:227):

(8) [Ilonyeati 2ogopum.
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The parrot is talking. [activity]

(9) Ilonyeati co6opum, umo coxposuuge HaAxXOOUMCcs HedaleKo omciood.

The parrot is saying that the treasure is not far from here. [accomplishment]

(10) 3axown cosopum, umo coxposuue NPUHAONEHCUM MOMY, KO €20 Hati0emn.

The law states that the finder of a treasure will be the owner of the treasure. [state]

There is a problem with the assumption that the lexeme pucosams is semantically
underspecified with respect to its aspectual class, however. Under the underspecification
approach, the lexical meaning of a Russian verb like pucosams would be such that this
verb fits both an accomplishment context and an activity context, in contrast to a verb like,
for instance, eyzams which is semantically constrained to activity contexts. If this was so,
one would expect (11) to be possible, but it is not. To use pucosams as an accomplishment

it must be accompanied by a holistic direct object argument (cf. Mehlig 1981:112):

(11) *Kaowcooe ympo Konsa pucyem 3a 10 munym.

(12)  Kaorcooe ympo Kons pucyem 3atiuuka 3a 10 murnym.

This suggests that taken in isolation, the verb pucosamws is not compatible with
accomplishment contexts. An alternative approach would be to take pucosams as an
activity verb by default, the meaning of which can be coerced to yield an
accomplishement verb if it is accompanied by linguistic material building an
accomplishment context.

Similarly, 1r06ums can be viewed as a state verb by default, but principally coercable into

a different aspectual class via conversion:

«[M]p1 XOTHM TOHUMATh TOJA KOHBEPCHEH: TaKoH MOP(HOIOTHYECKHN CIoco0, Mpu
KOTOPOM B PpOJM O3HAYalOUIETO BBHICTYNACT TIPAaBHJIO, WM OINEpalysi, H3MEHEHUS

rpaMMaTH4eCKON XapaKTePUCTHUKH sI3bIKOBOTrO 3Haka» (Menpuyk 1973:19).
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The notion of conversion presupposes that the meaning of the context in which a linguistic
sign appears can press on the meaning of the sign, and that the impact of this is predictable

(see also Olsen 1990).

With respect to sr06ums the feature control is crucial. If zr06ume realizes in the context of
mpu pasa 6 oens, it must adjust to an iterated situation type. To motivate this conceptual
change, it is plausible to assume an intentional power that controls for this iteration. In
other words, the value of the feature control specifies as [+ controlled]. State-verbs,
however, do not have the feature control (cf. ITagyueBa 1996:107). This feature is simply
not relevant for their usual lexical-conceptual structure. Therefore, if a state verbs is
actualized within a context in which control becomes relevant, the conceptual structure
must be furnished with this feature on-line; context pressure forces the state-concept
‘love’ to turn into the activity-concept ‘love’.

It should be noted that, whether or not such a conceptual adjustment is possible, is a
question of imagination in the end. With respect to the pluralization of lexical singulars

(singularia tantum), Zaliznjak points out that:

«[E]cnu Takas moTpeOHOCTH [...] BO3HUKAET (2 ATO B MPUHIIUIIE BCETIa BO3MOXHO), TO
HeJoCTalone ciaoBOoGOpMBI CO 3HAUEHHEM U BHEIIHMMHU NpU3HAKAMH MH. yucia 0e3

TpyAa OyayT HOCTPOCHBI: 1du, copoocmu, meou M T.4. » (3anu3usk 1967:57).

Compare the following state predications. They illustrate that the plausibility of turning

states into iterations can differ considerably:

(13) *?O0nu 3nanu smom 20poo mpu paza 6 OeHo.
(14) ?Ow pesnosan mpu pasa 6 Oenbw.
(15) ?O0wn 60nen mpu paza 6 denbp.

(16)  Own 601en mpu paza 8 200.

The same point is made by Paduceva when she says that:
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«3ameTuM, 4TO y MacTepa CJI0Ba JIETKO BOCIOJHAIOT Takue ~TIpoOesnsl”’, ¢p., HapUMep, y

Comxenutipina nputouams - HCB ot HemapHoro nputomums» (IlagydeBa 1996:124).

3.5. Partitioning the conceptual space ”situation”

The semantic base of the classificational category of aspect is a partition of the conceptual
space “situation” into different situation types. The challenge is to identify those
categories that correctly predict those morphosyntactic patterns that can actually be
observed in the language. Different systems have been proposed. The four Vendlerian
classes are famous and useful, and if only for being well-known and established. Zaliznjak
& Smelev (Gammusx & IlImener 1997) advocate a three-class-system. Carefully
investigating the patterns to be found in Russian, Paduceva end up with a fine-grained

eight-class-system:

Conceptual Space ”Situation”

Happenings | Result- Accompl- Culmin- Processes Activities States Relations
oriented ishments ations
Actions

8 5 4 7 6 3 2 1

Grammatical Space ”Perfective” Grammatical Space “Imperfective”

Perfective Verbal Stem

Imperfective Verbal Stem

1. stative relations not located in time (BHeBpeMeHHBIE CBOMCTBA\COOTHOIIIEHUS, €.L. 6MEULAND)

. states located in time (cOCTOSIHHSI MHTEPEHTHBIE, €.2. O0/emb)

. dynamic controlled non-telic situations (IesTeNsHOCTH, €.8. 2)12Mmb)

. dynamic controlled telic non-resultative situations (IeficTBHsS OOBIYHBIE, €.8. OMKPbIMD)

. dynamic controlled telic resultative situations (1eliCTBHsI ¢ aKIICHTOM Ha pe3yJIbTaTe, €.g. Halmu)
. dynamic uncontrolled non-telic situations (mporieccsl HeNpeAenbHbIE, €.g. KUnemby)

. dynamic uncontrolled telic temporally extended situations (mporieccsl mpeaeIbHEIE, pacmasnms)

[c BN e Y N N S

. dynamic uncontrolled telic momentary situations (nmpoucmectsus, z.B. ruwumscs).

4. The classificational category of aspect
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4.1. A list of 468 semantically classified verbs

How can the speaker of Russian tell whether a verb is perfective or imperfective? We saw
that one answer is: the (primary) aspectual value of a verb derives from situational
semantic criteria. This is not the whole story, however. There are also morphosyntactic

cues:

”Durch Hinzufligung eines Verbalprifixes an ein an sich imperfektives Verb wird dieses

in den perfektiven Aspekt iiberfiihrt.” (Isacenko 1968:355).

I now go on to address the question of how reliable this formal criterion is. In how far is
the presence of a verbal prefix really an unequivocal indication of perfectivity? To answer
this question I want to get granular on a list of 468 Russian verbs. It is those verbs that

Paduceva uses to motivate her eight T-categories. They distribute as follows:

64 relation verbs (BHeBpeMeHHbIE cBOMcTBa\cooTHOIIeHusT; [TanydeBa 1996:129-130),
120 state verbs (coctostHust mHTepeHTHBIE; 137-138),

157 activity verbs (mestenmsHOCTH; 143-144),

45 process verbs (mporeccsl HenpeaenbHbie; 141-142),

23 accomplishment verbs (meticTBust 00brunbie; 91, 111-113),

5 culmination verbs (mporieccs! penenpubie; 91, 111-113),

40 result-oriented action verbs (meHicTBH ¢ aKIIeHTOM Ha pe3ynbrate; 113-117),

13 happening verbs (mpouciiectsus; 92, 113).

To compare these verbs, I will make use of Paduceva's diathesis model (cf. Paducheva
1998). For the present purposes, it will be sufficient to work with three syntactic positions:
subject, direct object, and indirect object. The subject is usually recognizable from
nominative case marking (there are a few exceptions). I will count every accusative
argument as instantiating the direct object. Dative verbal arguments are relatively rare and
will be counted as indirect objects, side-by-side with oblique case arguments (genitive,
locative, instrumental), prepositional phrases or infinitival complements. 1 will sort the
verbs according to two criteria: Does the verb take a direct object? Is the verb prefixed?
An element will count as a prefix if it belongs to the 19 forms identified by Krongauz (cf.
Kponray3 1998:99) and if it is listed in Tichonov's morpheme dictionary (TuxonoB 1996)

as an autonomous morpheme. In the list below, prefixes will be bold-faced. An element
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will be called "prefix candidate" if it is not listed as an autonomous morpheme by
Tichonov, but equals a form within Krongauz' prefix sample, on condition that either there
is a Russian verb of the same form but lacking this "prefix candidate", or there is a
Russian verb of the same root having a prefix (according to the criteria from above). The
verb naxooumuwcs, for example, is counted as a prefix verb candidate because there is the
Russian verb npuxooumwcs, and coomseemcmsosams is a prefix verb candidate because
there is the verb omseemcmeosams. Standard for what there is and what there is not is

Zaliznjak's grammatical dictionary (3amm3nsk 1980).

4.1.1. Relation verbs (BHeBpeMeHHBIe CBOHCTBA\COOTHOIICHMA)
46 of 64 relation verbs do not take accusative objects. 12 of these are prefix verbs. Six are

prefix verb candidates. So there remain 28 verbs that do not take accusative objects and

that lack a prefix.
Sbj DirQObj IndirObj
1. komy 00800UmCs --- ,4T0...
2. d4t0 npoxooum - rze (MUMO 4ero)
3. 4tO odcmoum --- Kak
4. xTO npuxooumcsi - KOMY  KeM (poOocmeeHHUKOM)
5. dro evloensemcs - KeM/4eM
6. KTO/Y4TO pacnonazaem - geM (pecypcamu)
7. 4t0 00vscHAemCs - yeMm
8. Kro/4ro omauyaemcs - 4eM // 0T KOro/dero
9. Kro/4ro npumvikaem - K KOMy/4emy
10. kTo/4To0 ommuocumcs - K KOMy/4emy
11.9T0 0oxooum -—- JI0 KOT0/4ero
12. kT0/4TO noxooum --- Ha KOTr'0/4TO
13. 4910 Haxooumcsi --- rae
14. kro/4to coomeememayem - KoMy/demy
15.491o0 npUHaoaedHcUm - KoMy/demy
16. 410 3asucum --- OT KOT'0/4ero
17.9T0 npoucxooum - OT KOro/4ero
18.uto cocmoum --- 13 4ero
19. xomy sesem -
20.xTo b6odaemcs -
21.4ro (8on10cb) ebemcsi ---
22.KTO Kapmasum ---
23. KTO/4TO Kycaemcs -
24.xTo/dTo CcKpunum ---
25.KxT0 xpomaem ---
26. 4910 2ooumcs - KOMY
27.49T10 Jexcum - rue
28.9T10 ecmpeuaemcs - e
29.4rto noxoumcs --- e
30. 410 enacum -—- ,4To...



31.KTo/uto
32.4910
33.4T0
34. 4910
35.4T0
36. KTO/UTO
37.KTO
38. KT0/uTO
39.4T0
40. KT0/4TO
41.KT0/4TO
42.49T10
43, kT0/4TO
44 xTo
45. 410
46. KT0/4TO

npomugopeyum
npeocmoum
npeouiecmsyem
npeoHasHayaemcsl
e3uMaemcs
Xapaxkmepusyemcs
yucaIumces
obnaoaem
bazupyemcsi
npeobnadaem
peazupyem
ceudemenvcmeyem
pasHaemcs
sooumcs
epanuyum
2apmMoHupyem

32

KOMy/demy
KOMy/deMmy
KOMy/uemy
KoMy/demy
KeM
geMm
KeM
KeM/deM
Ha YeM
HaJl KeM/4eM // cpen KOTo/dero
Ha KOTo/4To
0 KOM/4eM
¢ KeM/4eM
C KeM
C 4eM
¢ KeM/4eM

Among the 18 relation verbs that take an accusative object, there are six prefix verbs. The

element y- is counted as a system prefix with npedycmampusams. Three verbs have prefix

candidates. Nine accusative-taking verbs lack a prefix.

4970
49T0
49T0
49T0
4970
KTO/4TO

Sk W =

=~

KTO/4TO
8. KTo/4To
9. KTO/4YTO

10. kTo/uto
11. kTo/uro
12.4T0
13. 410
14. kTo/uro
15. kTo/uro
16. kTo/uTO
17.4to
18. k10

emewaem
Hacuumoléaem
nepecexaem
00031auaem
o3navaem
npedycmampusaem

cooepaicum
svipadicaem
usobpasicaem

secum
cmoum
eedem
npedsewaem
umeem
63uMaem
obpazyem

3Hadum

Kocum

CKOJIBKO
CKOJIBKO
410
410

910 //(---

9TO

KOro/4To
4uTo
KOro/4To

CKOJIBKO
CKOJIBKO

KOT'0/4TO
qTo

uHd.)

K KoMy/uemy (Kyza)

410 (...Kpyenyro gopmy)

4TO

9TO (...2fCUBONUCHYIO 2PYNIY)

9o //(--- uHd.)
uto (enasa, pom) //(--- 4eM)

4.1.2. State verbs (coCTOSIHUSI HHT€PEHTHbIE)

97 (1) of 120 state verbs do not take accusative objects. Nine of them are prefixed, twelve

have a prefix candidate. With nedoymesamu, -0o- is counted as a prefix candidate because

there is the Russian verb noodpazymesams and because -0o- is an autonomous morpheme

in Hedoyuumowieams, according to Tichonov (cf. Tuxonor 1996:302). All of the other 76

verbs are not prefixed.
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10.
11.
12.
13.
14.
15.
16.
17.
18.
19.
20.
21.

22.
23.
24.
25.
26.
27.
28.
29.
30.
31.
32.
33.
34.
35.
36.
37.
38.
39.
40.
41.
42.
43.
44.
45.
46.
47.
48.
49.
50.
51.
52.
53.
54.

KTO/4TO
KTO/4TO
uTO
KTO
KTO
KTO
KTO/4TO
KTO
KTO/4TO

qToO
4TO
KTO
KTO
KTO
KTO
KTO
4970
qToO
KTO
KTO/4TO
KTO

KOT'0
KOMY
KOMy/uemy
4TO

KTO

uTO

KTO
KTO/4TO
KTO/4TO
KTO/4TO
4970

4TO

4TO

uTO

49TO

4TO

4TO

uTO

49T0

KTO

KTO

uTO
KTO/4TO
KTO/4TO
KTO

KTO

KTO

KTO

KTO

KTO

KTO

KTO

KTO

omcymcemeyem
npucymcmeyem
evicmynaem
nepeoicugaem
paccuumvieaem
nonazaem
yepoocaem
cobupaemcs
evles10um

evloaemcsi
Hapvieaem
Hedoymegaem
Haoeemcs
cooicaneem
noouuHsemcs
omkasvieaem
Haonexcum
noonexcum
dopooicum
Haxooumcsi
couyscmeyem

3HOOUM
He300p08UMCsl
cmoum
Mymum
napum
nycmyem
30pascmeyem
aneem
8bemcs
60OHsIEM
3eneneem
3usem
JIOCHUMCSL
masyum
Mepyaem
peem
mopuum
yapum
uepHeem
600pcmeyem
boneem
KIOHUMCSL
Mep3Hem
MOKHem
eonodaem
becumcst
secenumcst
803MyWaemcs
80IHYemcs
epycmum
JUKyem
HepeHuyaem
ocopuaemcs
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Ha KOT0/4TO

,4To0...

KOMy/deMmy geM
uH.

KakK

Ha Koro/4to // ,uro... // uug.
0 KOM/4eM

KOMy/demy

KOMY

KoMy/demy

qemMy

KeM/4eM

rie

KOMY

uHo.
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55.kT0 MPesoAHCUMCsl -

56.kT0 Konebnemcs -

57.xTO xanopum ---

58.kt0 pamyem - 3a KOro/4ro // mpOTHB KOT0/4ero
59.kT0 npomecmyem --- MPOTHB KOTO/4ero
60. xTO Memum - B KOTO

61.xT0 npebvieaem - B 4eM

62. KTO/49TO HyJicOaemcst -—- B KOM/4eM

63. xTO 3aumcs --- Ha KOT'0/4TO
64.xT0 2Hesaemcsl - Ha KOT0/4TO
65.xT0 He200yem --- Ha KOTro/4To

66. KTO npemenoyem -- Ha 4TO // uHD.
67.xTO cmpemumcs - K 4eMy

68. 9T0 KAOHUM - K yemy

69.xT0 CKIIOHAemcs - K 9eMy (K MHeHUro)
70.xTO msaeomeem - K KOMy/uemy
71.u4ro yeuiemces - Yy KOTO

72.xT0 becnokoumcs - 0 KOM/4eM
73.xTO cyoum -—- 0 KoM/ueM //---
74. k1O 2ocnoocmeyem --- HaJ KeM/4eM
75.xT0 cKyuaem - o KOMy/4eMy
76.xT0 MocKyem - 0 KOMY/4eMy
77.4T0 xouemcs - KOMY

78. k1O paodyemcsi - KOMYy/4emy
79.kT0 yarcacaemes --- KOMy/demy
80.kT0 arcasicoem - Koro/gero // mad.
81.xT0 cmuloumcsi --- koro/4ero // nud.
82. k1O Hamepesaemcs - uHdo.

83. kTo/4To msanemcs - K KOMy/4emy

84. 4910 8UOHeenmcs - rue

85. xTo/uTo noxoumcs --- Ha 4eM (T1e)

86. kTO b6peoum - KeM/4eM
87.xTo/4To naxuem - yeM

88. k1O Maemcs - yem

89. 4910 Kuwium - yeM

90. k1O mobyemcst - KeM/4eM

91.xTo0 socxuwaemcs - KeM/deM

92. k10 eopoumcs - KeM/4eM

93. k1O cmpaoaem - KeMm/4eM // OT 4ero
94.kTo MOMUMCs --- Kem/uem

95.xT0 unmepecyemcs --- KeM/4eM

96.xTO PYKOBOOCmBYemcsi - KeM/4eM

97. kTo/49TO cnewum - ¢ ueM // uuo.

23 state verbs take accusative objects. Two of them are prefixed. Five have a prefix

candidate. The verb nedonrobrusams is not counted as a prefix verb candidate because

there is no verb -mobrusamo- (cf. 3ammsasak 1980:615). So there remain 16 unprefixed

state verbs with direct objects.

1. xTO ooicudaem KOT0/4TO
2. KTO noopasymesaem KOT0/4TO



KTO
KTO
KTO
KTO
KTO

Nownkw

8. k1O
9. KTO
10. xTo0
11.kTO
12. k1O
13. k10
14. xT0
15.kT0
16. kTO
17.xT0
18. k10
19.kTO
20. kTO
21.xT10
22.KXTO
23.KTO

4.1.3. Activity verbs (nesiTe 1bHOCTH)

ompuyaem

npusemcmeyem
oboocaem
nooospesaem
coznaem

BUHUM
306em
pesnyem
Kpumuxyem
HedotobIU8aEm
obum
naanupyem
npesupaem
mepnum
npedsuoum
npeoyygcmesyem
Jicenaem
umeem 8 8udy
3Haem
NOMHUM
cuumaem

KOro/4To
KOro/4To
KOT'0/4TO
KOIro/4To
4uTO

KOT0
KOI'0
KOr'o
KOro/4To
KOro/daro
KOro/4To
4TO
KOro/4To
KOro/dro
qTO
41O
koro/4aro // (---
910 // (---
Koro/aro //(---
Koro/aro//(---
KOro/4To
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B YEM

yero // ua.)

,4To0...)

0 4yem // ,4To...)

0 4yeM // mpo Koro/uro //,4ro...)
Kem/4eM // 3a Koro/9To

56 out of 157 activity verbs take an accusative object. Among the other 101 verbs we find

five prefixed verbs and three prefix verb candidates. Counting spawamscs as a candidate

i1s motivated by the existence of oopawamscsa, yuumoca is motivated by the existence of

couumowcs, and cpasxcamocs by the existence of evipascamscs (cf. 3anuzusk 1980).

KTO
KTO
KTO
KTO
KTO

Nk W=

a

KTO/4TO
KTO
8. KTo/4TO

=~

9. KTO
10. xTo0
11.49T0
12.kTO
13. k10
14.xT0
15.kT0
16. kTO
17.xT0
18.kT0
19.kTO
20. kTO
21.xT10

pasmaxusaemcsi
paseosapusaem
paccysxcoaem
3azopaem
Hacmynaem

epawaemcs
yuumcsl
cpasicaemcs

niauem
Kymum
360HUM
Kpuuum
naem
Mblyum
MAYKaem
Hoem
noem
nuwum
peeem
poicem
poloaem

C KEM
C KEM 0 KOM/4eM
0 4eM

Ha KOro/4To

uemy
C KeM



22.
23.
24.
25.
26.
27.
28.
29.
30.
31.
32.
33.
34.
35.
36.
37.
38.
39.
40.
41.
42.
43.
44.
45.
46.
47.
48.
49.
50.
51.
52.
53.
54.
55.
56.
57.
58.
59.
60.
61.
62.

63.
64.
65.
66.
67.
68.
69.
70.
71.
72.
73.
74.
75.
76.
77.
78.
79.

KTO
KTO
KTO
KTO
KTO
KTO
KTO
KTO
KTO/4TO
KTO
KTO
KTO/4TO
KTO/4TO
KTO
KTO
KTO
KTO/4TO
KTO/4TO
KTO/4TO
KTO
KTO
KTO
4970
KTO
KTO/4TO
uTO
KTO
KTO/4TO
KTO/4TO
KTO/4TO
KTO/4TO
KTO/4TO
KTO/4TO
KTO/4TO
KTO/4TO
KTO/4TO
KTO/4TO
KTO
KTO
KTO
KTO
KTO/4TO
KTO/4TO
KTO/4TO
KTO
KTO/4TO
KTO
KTO
KTO
KTO
KTO
KTO
KTO
KTO
KTO
KTO
KTO
KTO

poiuum
ceucmum
cmonem
Xoxouem
Xpunum
wenuem
wunum
webeuem
Mawem
axaem
bapaxmaemcs
opvi3oicem
sepmumcs
sopouaemcsi
enomaem
Kapkaem
Kavaemcs
Kpyorcumest
Kpymumcsi
KYBbIPKAEMCsL
osupaemcs
niewjemcs
ceepraem
@oipraem
xnonaem
yewemces
wazaem
wegenumest
bezaem
e30um
xooum
aazum
Jemaem
HOCUmcst
niaeaem
nonzaem
pabomaem
cmeemcst
Kueaem
wegenum
wenxaem
susiem
opayaem
cmyuum
monaem
Oeticmgyem
uepaem
credum
becedyem
pyeaemcs
bvemcs
socmopeaemcsi
aobyemces
Konaemcst
Odepemcsl
bonmaem
niavem
MblCaum

HaJ 4yeM
HaJI KEM/4EM
geM

yeM

yeM

ueMm

qeMm

yeM BO 4TO
yeM

Ha UTO

BO 4TO // Ha 4yeM // ¢ KeM

3a KeM/4eM
C KEM

C KeM 0 KOM/4eM
4eM (2010801 0 CmeHy)

KeM/4eM
KeM/4eM

B 4eM

C KeM

0 KOM/4eM
0 KOM/ueM
0 KOM/4eM
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80. kTo/uTo
81.kto/uTo
82. ktTo/uTo
83. kro/uTo
84. k10
85.4t10
86. kTO
87. k10
88. kTO
89.kT0
90. KT0/UTO
91.xT1O
92.xTO
93.KTO
94. kTO
95.KTO
96. kTO
97.xTO
98. KT0/UTO
99. kTO
100.xT0
101.xT0

suU3ICUM
sopuum
soem
CKOIb3UM
b6pooum
MenbKaem
cuoum
cnum
cmoum
aexcum
Mueaem
Mopzaem
mpeHupyemcs
MOUMCS
eadaem
dedicypum
azumupyem
AKKOMROHUpYem
ceemum
bopemcsi
mopzyemcsi
Memumcsi
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0 KOM/ ueM

0 KOM/4eM

0 KOM/4eM

rae

rae

rie

rae

rae

rae

rie

KOMY qeMm
KOMY 4eM

KOMy/deMy
KOMY
C KeM
¢ KeM/4eM
B KOro/4To

Among the 56 activity verbs that select for accusative arguments, there is only one prefix

verb and three prefix candidate verbs. 52 verbs having accusative objects are not prefixed.

1. kxrToO

2. KTO
KTO
KTO/4TO

>

KTO/4TO
KTO
KTO/4TO
KTO
9. KTO
10. xT0
11.kTO
12. kTo/uTo
13. k1O
14. kTo/uro
15.kT0O
16. kTO
17.xT0
18.kT0
19.kTO
20. KTo/uTO
21.xt10
22.KXTO
23.KTO
24.KTO
25.4910
26.xTO

AW

obcyscoaem

yuum
Habooaem
spawaem

mackaem
603umM
20Hsem
Kamaem
yewem
yapanaem
nacem
mpsicem
moJkaem
Kauaem
sopouaem
KASAHYUM
aackaem
2060pum
naswem
Koem
oonbum
Odepem
ecm
JcHem
Jicoicem
uwem

qTo

KOro/4To

yemy

KOro/4dro // 3a keM/4em

4urto // uem

KOro/4To
KOro/dro
KOro/4To
KOT'0/4TO
KOro/4To
4TO
KOT'O
KOT'0/4TO
KOTro/4To
KOro/dro
49TO

9TO
KOro/4To
ut0//(---
qT0//(---
Koro/uaro//(---
9TO

KOI'o

9TO

49TO
KOro/4To
KOTr'0/4TO

(5%
4yeM

,4T0...// 0 KOM/4eMm)
C KeM)
Ha 4TO)



27.xT10
28.KTO
29.KTO
30. kTO
31.xT1O
32.KTo/uTO
33.KTO
34. k10
35.KT0
36.KTO
37.KT0
38.KTO
39. kT0/uTO
40. xkT0
41. k10
42. k1O
43.kTO
44, xkTo/4uTO
45. KT0/4TO
46. k1O
47. xkTo/4T0
48. xT0
49. kT0o/4TO
50. KkTo/uTO
51.kT0
52.KT0/4TO
53.KTO
54.KT0/9TO
55. kro/uro
56.KTO

baroxaem
ovem
bombapoupyem
Kyem
Konem
JudHcem
Konaem
Kocum
Kpacum
Kpumukyem
Kyuiaem
bem
mecum
Memem
Meyem
Moaum
nasiem
nevem
nvem
NUAUM
npecnedyem
nolmaem
pezyrupyem
peoicem
pyoum
coiniem
manyyem
youm
wmypmyem
arcoem
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KOro/4To
KOT0
KOT'0/4TO
qToO
KOro/4To
KOro/4To
49TO
qTo
4TO
KOro/4To
49TO
qToO
4TO
9TO
KOT'0/4TO
KOTro/4To 0 4eM
4TO
49TO
4970
KOro/4To
KOro/4To
KOTO
49TO
qTO
4TO
9TO
49TO
KOIr'o/4To
4TO
Koro/4ro //(--- KOT'0/4ero)

4.1.4. Process verbs (nmpoueccol HenpeaeJabHbIE)

None of the 45 process verbs takes an accusative object. There are two prefix verbs, both

formed by pas- in connection with the postfix -cs.

1. ugto
2. 4TO
3. 410
4. uro
5. d4ro
6. 41O
7. 41O
8. uro//---
9. uro//---
10. 410
11.4t0//---
12.4T0
13.4T0
14.yro//---
15. 410

16. aro//---

paspyuaemcs
pazeesaemcs

Mopocum
oyuryem
eanum

6oem

6eem

oyem
ObIMUMCSL
Kanaem
Kunum
Konebnemcst
sepmumcsi
eopum
opooicum
Konmum



17. kro/aro//---
18.4T0
19.4T0
20. uro//---
21.4T10
22.KXTO
23.KTO
24 k10
25.xT10
26.KTO
27.KTO
28. k10
29. k10
30. k1O
31.4T0
32.4T10
33.4T0
34.49t0
35.4T0
36. 410
37.4T0
38.4t10
39.4T0
40. 910
41.49T0
42.49ro
43.49ro
44.49T0

45 uro

Kposomouum
KPYoICUmcesi
KpYmumcsi
bem
coinaemcs
ovluum
3egaem
uxaem
Kawiisem
xpanum
conum
yuxaem
epesum
bpedum
pabomaem
dsuzaemcs
@yHKYyuOHUpYem
2poxouem
2youm
36eHUm
360HUM
38yuum
mpewum
wenecmum
wunum
wymum
wypuum
navigem

Kamumcs

39

- Kyna
- Kyaa

4.1.5. Culmination verbs (mpoueccsl npeaeabHbIe)

All of the five culmination verbs are prefixed. No one of them takes an accusative object.

4qTo
4qTo
4qTo
4qTo
4qTo

nhwn =

4.1.6. Activity verbs (neiicTBusl 00bIYHBIC)

pacmaem
co3peem
evlcoxHem
yeanem
3aporcaseem

Four out of 23 activity verbs do not select for an accusative argument, three of these four

are prefixed. The fourth, non-prefixed npwienyme, is formed by means of -uy- (see below

5.2.4.).

—_

KTO
2. KTO
3. k1O

4. KTO

evicmpenum
nocmynum
ymoemcs

npoieHem

- B KOro/ BO 4TO
- BO 4YTO

=== BO 4TO
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Among the 19 verbs with accusative objects, there are 17 prefix verbs, and one prefix verb
candidate: youms. Unlike Tichonov, Krongauz considers the element y- in youms to be a

morpheme (cf. Kponray3s 1998:108). One verb, 6pocumas has no prefix.

1. xTO omkpoem 91O

2. KTO croxcum qTOo

3. KTO/4TO pazozpeem 4TO

4. xto/4TO pacuupum 9TO

5. Kr0/4To pacmonum 4TO

6. XTO noxpacum 9TO

7. KTO svicyuium YTO

8. KTO evimpem 4TO

9. krO 6blObEm 9TO

10. kTO/4TO 630psem 9TO
11.kT0 noseprem KOr'o/4To
12.xTo0 GKTIOUUN 9TOo

13. kTO npedomepamum 4TO

14. kro/4to yseauuum KOro/4To
15. kT0/4TO ymonum 91O
16.xT0 yeo8opum KOTO
17.kro Hadicmem qro //(--- Ha 4TO)
18. xTO yovem KOTO

19. k1O b6pocum KOTo/4To

4.1.7. Result-oriented actions (aeificTBHS C AKIIEHTOM Ha pe3yJibTaTe)
11 out of 40 resultat-oriented action verbs do not take accusative arguments. Seven of
these eleven are prefix verbs, four qualify for being prefix verb candidates (ycnems is

motivated, for instance, by the existence of docnems).

1. xto enaoem - BO 4TO (8 demcmao)
2. KTO/YTO oxnaoeem - K KOMy/uemy
3. KTO 3aboneem - qeM

4. KtO paszsedemcs - C KeM

5. KTO uzHnemoolcem ---

6. KTO 3acuoumcs -

7. Kro/4To onosoaem -

8. Kro/4ro omnpasumcsi -

9. kro paccmanemcsi - ¢ KeM/4eM

10. xTO ycneem - B ueM// BO 4TO
11.kT0 oOmKadjcemcs - uH}.// B yem

There are 29 result-oriented action verbs taking accusative objects in the sample. 18 of

these are prefixed. Another eight are prefix verb candidates. Three have no prefix.
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KTO
KTO
KTO
KTO
KTO
KTO
KTO/4TO
KTO/4TO
KTO

10. kTo

1

1. xto/uro

12. k10
13. k10
14. kTo/uro
15. kTo/uro
16.xT0
17.xT0
18. kT0/uTO

19. k1O
20. xTo/4TO

2

1. xto/uto

22.KTO0/4TO
23.KTO
24. k10

2

5.KTO

26. KT0/4TO

2
2

7.XTO
8. k1O

29.KTO

4.1.8. Happening verbs (npoucuecTBus)

evlucpaem
0020HUM
0020HUM
0ozadaemcsi
nepecunum
noxunem
npuzogopum
omzoeem
pacnycmum
GKIIOHUM
3ayucaum
omJodcum
nepeumenyem
npuceoum
ocyoum
npusnewem
noobeutaem
nompebyem

Hatloem
npedocmasum
uzoacm
yeoaum

HAzHAYUm
nobeoum
omHumem
UCKTIOYUM

oooneem
ynpazoHum
npeodoneem

41O
KOTro/4To
KOI'0
yro//(---
KOTro/4To
KOTro/4To
KOro
KOro/4To
KOro/4To
41O
KOro/4To
4TO
KOro/4To
qTO
KOIro/4To
KOI'0
4TO
KOro/4To

KOro/4To
KOT'0/4TO
qTO
KOro/4To

KOTro/4To
KOTro/4To

KOIro/4To
KOro/4To

KOro/4To
qTO
KOro/4to

41

0 4eMm)

K yeMy

BO 4TO (8 CHUCOK)

KOMy/uemy

K OTBETCTBEHHOCTH
/Mmud.// uT0... KOMY
// uero// ,4to0bl...// uud.

KOMy/uemy

U3 Y€ro

Ten out of thirteen happening verbs do not select for accusative arguments. Five of these

ten are prefixed. One is a candidate for being prefixed. Four are not prefixed.

a

APl e

= 0 00 2

KTO
KTO
410 (YpOoseHb)
KTO
KTO

KTO/4TO

KTO
KTO
. KTO
0.u4Tto0

Haconum
yuubemces
nosviCUmcs
owubemcst
6CKpUKHEm

oocmucHem

JUUUmcsl
oyymumcs
oyHemcs
pyxHem

KOMY

4qero

KOro/4ero
rae

There are three happening verbs taking accusatives. One is prefixed, the other two are

prefix verb candidates.
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1. xTO nomepsiem KOro/4ro
2. KTO 3abyoem KOro/dro
3. KTO 3amemum KOro/4To // JuTo0.../ KaK...

4.2. Summary of the results
The following table summarizes the results of the investigation. Those verb classes whose

primary aspectual value is 'imperfective' are shaded grey:

AkkObj No AkkObj

Prefix | Candidate | No Prefix Prefix | Candidate | No Prefix
64 18 46
Relation verbs 6 | 3 | 9 12 | 6 | 28
120 23 97
States 2 | 5 | 16 9 | 12 | 76
158 56 101
Activities 1 | 3 | 52 5 | 3 | 93
45 0 45
Processes 0 | 0 | 0 2 | 0 | 43
5 0 5
Culminations 0 | 0 | 0 5 | 0 | 0
23 19 4
Accomplishments 17 | 1 | 1 3 | 0 | 1
40 result-oriented 29 11
Actions 18 | 8 | 3 7 | 4 | 0
13 3 10
Happenings 1 | 2 | 0 5 | 1 | 4

This is certainly not a well-balanced sample. Note that 158 activity verbs are compared
with five culmination verbs. Moreover, the classification traces over large subgroups.
There are, for instance, many sound-production verbs (riaronsl u3gaBanusi 3BykoB) like
Mblyams, MsAykams, ppidams etc. among the activities, and there are many emotion verbs
like sornosamuvcs, eecenumovcs, b6ecnokoumscs etc. among the states. Also, the status of
prefix candidates is unclear.

We can none the less read a strong tendency from the data: verbs whose primary aspectual
value is perfective are almost always prefixed. It is only among happening verbs that this

descriptive generalization is not valid.
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Verbs whose primary aspectual value is imperfective, however, are more often than not
unprefixed. If we exclude states and relation verbs from consideration, this tendency is
even remarkably strong. Let us then conclude in form of a working hypothesis to be
further pursued: primary perfectives are prefixed, while primary imperfectives (to the

exclusion of relation and state verbs) are not.

4.3. Making use of Janda’s (1988) verbal argument patterns

This hypothesis could be substantiated, if we were able to find grammatical or semantic
reasons to explain the deviant cases. In search of this, I will start a second run through the
sample, this time controling for also semantic parameters. Beginning with primary

perfectives, I will highlight the semantic roles played by the verbal arguments.

4.3.1. Accomplishments (neiicTBusi 00bIYHBIE)
To describe the relations among verbs and their arguments I adopt the semantic criterion
used by Janda (1988) in connection with Russian prefix verbs: for every prefix verb, the

assignment of semantic roles to the verbal arguments follows a certain pattern:

”The verbal arguments are assigned the roles of trajector and landmark according to two
specific patterns [...] To elaborate, according to pattern A, which is the dominant pattern,
the role of trajector will be played by the subject of the sentence when the verb is
intransitive, or by the direct object when the verb is transitive. The opposite endpoint of
the landmark in this case will be identified in a prepositional phrase or specified by the
context. [...] Pattern B assigns the role of trajector to the subject of a transitive verb, and

that of landmark to its direct object.” (Janda 1988:339-340).

Janda's example is (TR=trajector, LM=landmark):

(1) A (TR) nepeneuy na opyeyro niowadxy. [pattern A, intransitive]

(2)  Mbwi nepemewusaem kopenws (TR). [pattern A, transitive]

(3)  Mpwi (TR) nepecexaem nunuto ppouma (LM).  [pattern B]
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Simply speaking, the trajector is that participant of a situation which is moving, and the
landmark is that participant relative to which the movement of the trajector takes place (cf.
Langacker 1990:5-12). This characterization suffices as long as verbs describe dynamic
scenes. Often, however, verb meanings are dynamic only in some metaphorical sense.
Accordingly, the trajector is identifiable only with reference to the involved metaphor
(examples to follow). Janda points out that prefix verbs following pattern A correspond to
the coding strategy of ergative languages. Kibrik (1992) suggests factitive as a macrorole
to integrate the uniformly encoded intransitive subjects and transitive objects in ergative

languages:

«B ApraTMBHOW KOHCTPYKIMM TaKyl THIEPpOJb Oylaem Ha3Barh DakTUTHBOM |...],
KOTOPOMY COOTBETCTBYET 3HAu€HHME: ~AKTaHT, 0003HAYAIOUIM{ HEMOCPEACTBEHHOTO,

onukaifiero, HarOoJiee 3aTparuBaeMoro yuyactHuka cutyanuun’”.» (Kubpuk 1992:192).

I will take trajector and factitive to be two labels for one and the same semantic role on
different levels of abstraction. This allows us to integrate those verbs that do not describe
dynamic situations in the physical sense. Almost all accomplishment verbs follow pattern

A, here illustrated by raoxcames:

4) Kons nascan knonky (TR).

(5) Kona (TR) naosican na knonky.

As can be seen, with waowcams, the meaning of the prefix is redublicatable by a
preposition. With other accomplishment verbs like omxpwvims, pacuupume, svioums, etc.
this is not possible. None the less, also these verbs follow pattern A. Four accomplishment
verbs do not take accusatives. Two out of these are morphologically deviant: npsienymes is
characterized by the suffix -ny-, and yusimscsa by the reflexive postfix -ca. I postpone the
discussion of these verbs. The intransitive verbs esicmperums and nocmynums follow

pattern A:
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“Intransitive verbs are restricted to pattern A, in which their subjects act as trajectors. This
is reasonable, since in a statement made with an intransitive verb only the subject is

capable of any movement, be it literal or metaphorical” (Janda 1988:341).

Thus the subject plays the role of the trajector/factitive:

(6) IIpownvim niemom Konsa (TR) nocmynun 8 ynugepcumenm.

(7) Oxomnux (TR) blcmpenun 8 3atvuxa.

The factitive in (7) is at the same time the semantic agent. Remember that the factitive is

conceived to be a hyperrole (runeppob):

«B ocHOBe Takoro poja OOBEIUHEHHUN JICKUT TPEANOJIOKEHHE, YTO Hapsay C
AIIEMEHTAapHBIMU THUIOBBIMH poJiiMu AreHca u [lanmeHca cymiecTByeT Takxke, Tak
CKa3zaTh, THIIEPPOJIM - OIpPEACIIEHHBIM 00pa30oM MOTHBUPOBAHHBIE KOHTJIOMEPALUU
AIIEMEHTApHBIX pOJIeH, CAUBAlOUIMecs] B E€IUHYI0 pPOJb CO CBOUM OOOOIIEHHBIM

3HayeHueM.» (Kubpuk 1992:191-192).

Formally (with respect to its case frame) as well as semantically the verb ssicmpenumso
contrasts with the verb zacmperums which follows the transitive pattern A (like
omxpuims, Haxcams etc.). The rabbit takes over the role of the factivive relative to the

hunter; it undergoes a change of state. The hunter fulfils the role of the agent:

(8) Oxomnux 3acmpenun 3atquxa (TR).

How to analyze the verb 6pocums in lack of any prefix that could deliver information
about the semantic roles of the participants? Following Wierzbicka’s argumentation, the
direct object in (9) and the subject in (10) is the respective trajector/factitive (cf.

Wierzbicka 1980:15-22):

(9) Konsa 6pocun kamuu (TR).

(10)  Koxasa (TR) 6pocun kamusamu 6 HMeana.
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Wierzbicka refers to Jakobson's (1936) treatment of the verb wewipams <wkamnu or

kamuamu>. She writes:

It is interesting to note that verbs and verbal phrases which imply a change of state in the
object can never take an instrumental object: *Ivan svyrnul kamnem v vodu.” (Wierzbicka

1980:19).

If a thing undergoes a change of state, this witnesses that it is a substantial participant of
the situation, which in turn requires that it be coded as a direct object (as this is the
syntactic position of the factitive).” Pattern B (subject:trajector, object: landmark) does not
show up in the list of accomplishment verbs. This is by chance: Janda names, among
others, the following verbs: nepetimu (yauyy); nepexcoams (obcmpen); nepebonemv
(nuxopaoky), nepenums (K020), nepexumpums (K020), nepecexamv (IUHUIO QpoHma);

nepepyoums (4mo).

4.3.2. Culminations (mpouecchbl npeeJbHbIe)

As far as culmination verbs are concerned, it can be observed that all five prefix verbs
(pacmasmo, cospems, 8biCOXHYmMb, VAHYMb, 3apxcasemsv) code the respective situation
according to the intransitive version of pattern A: the subject takes over the role of the

factitive.

4.3.3. Result-oriented actions (1eiicTBHA C aKIIEHTOM Ha pe3yJibTaTe)
The situations described by the 11 result-oriented action verbs without accusative objects
all contain only one participant. Accordingly, this participant must play the factitive role

(mamboJtee 3aTparuBaeMblii y9acTHUK cutyaruw). For illustration, consider:

(11) Iloe30 onozoan na nonuaca.

(12) T'onoc omkaszancs cayxcums mHe.

7 Compare Jakobson's characterization of the accusative: “The accusative always indicates that some action
to some extent affects, is directed at, or is manifested on, the stated entity” (Jakobson 1936/1984:66).
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Among the 29 verbs of this group that do take accusatives we find both strategies of
assigning semantic roles to subject and object. Pattern A (subject: agent, object: factitive)
is instantiated by the prefix verbs mpucosopums, omozeams, pacnycmums, @xmouUMb,
3auUCIUMb, OMIONCUMb, NEPEUMEHOBAMb, NPUCBOUMb, OCYOUMb, npuesieys, as well as by
the prefix verb candidates ygonums, Haznauums, ommuame, UCKIOUUMb, U3O0AMD,
npedocmasums. Pattern B (subject: trajector; object: landmark) is instantiated by
nepecunums, gvlucpams, 0602Hamb, 002Hamy, Hatimu, ooeadamucs. Verbs prefixed by no-
like noobewams, nompedbosamv, nodedumv and noxunyms escape a clear-cut
classification. The three verbs that lack systematic prefixes (odonems, npeodonemo,

ynpazoHums) pattern according to strategy A, as does the accomplishment verb 6pocume.

4.3.4. Happenings (npoucuiecTBus)

Of the happenings, the six prefix or prefix candidate verbs that do not take accusative
objects ywubumuocs, Hacoaums, NOBLICUMBCA, OUWUOUMBCA, BCKPUKHYMb, OOCMUSHYMb
follow pattern A (intrans.). The four happening verbs that do not have a prefix likewise
pair the subject position with the factitive role. In three cases we observe the postfix -cs.
Only one of these verbs can plausibly be viewed as a detransitive, which derives from the
same verb form without -ca (muwumoscsa < auwums). This analysis is implausible for
oyymumucsa and ounymucs because there are no verbs *ouymums or *ounyms in Russian
(on the detransitivizing function of -csz compare Mehlig 1999:202-204). Similarly, we
cannot argue that the verb pyxwyms derives from a morphological rule infixing -#y-,
because there is no verb *pyxameo.

How about the three happening verbs with accusative objects? Here it is the participant
that "moves" in the sense that it appears or disappears from scene, be it physically
(nomepsamy) or mentally (3amemums, 3a661tmv), which is coded as the direct object. Unlike
situations described by action verbs, happenings are uncontrolled events (cf. ITagydeBa
1996:107). Let us therefore note that the subject is the non-agent and the object is the

factitive/trajector.

4.4. Systemizing the observations by the diathesis model
In this section, I systemize the above made observations by means of Paducheva's

diathesis model:
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”[D]iathesis is understood, in our system, as the set of semantic roles assigned to the
arguments of a lexeme, with a communicative rank assigned to each of them”

(Paducheva 1998:356).

The starting point will be the participants of a situation. Every situation has at least one
participant. So there are one-participant situations, two-participant situations etc. In
general, a situation participant can play an active or a passive role. The hunter in
Oxomnuuk evicmpenun 6 satiuuxa is an active participant. Kolya in Koz 3abuin ceoto cymky
is a non-active, i.e. passive, participant. Importantly, however, the very same Kolya could
play an active role in other contexts. In this respect, Kolya contrasts with the bucket in
Beopo emewaem mpu aumpa; as a non-intentional being, the bucket is incapable of
playing an active role (except for in fairy tale situations). I will use 'theme' as a label for
participants that are doomed to be passive. Aktive participants will be called 'actives',
passive participants (that are not themes) will be called 'inactives'.

When it comes to describe a situation by a sentence, only a subset of the things involved
in the real situation are linguistically expressed. Plausibly enough, each linguistically
expressed participant will be realized within a syntactic position in its own right. A
simplified theory can do with three syntactic positions: subject, direct object, and indirect
object. These syntactic positions form a hierachy: subject > direct object > indirect object.
Moreover, the syntactic positions are associated with pragmatic functions, called
'communicative ranks'. Both the subject and the direct object are central communicative

ranks, whereas the indirect object is a peripheral rank (cf. Paducheva 1998:350).

The overall linguistic structure of a sentence results from the interplay of three structural
layers: the semantic structure, the syntactic structure and the communicative-pragmatic
structure. The possible values at each of these structures are hierachically ordered: the top
value at the semantic layer is the active participant (agent), the top value at the syntactic
layer is the subject, and the top value at the communicative layer is the trajector/factitive.
Following Mehlig (1996), I will from now on use the term 'transformative' (=TR) to refer
to this communicative role. The interaction of syntax and semantics is constrained by the

following rule: The more active participant must not occupy a lower syntactic position
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than the less active participant®. As far as the interaction of the communicative layer and
the semantic layer is concerned, the following holds: As long as there are potentially
active participants involved in the situation, one of these (and no theme) will be the
transformative. Finally, the interaction of the communicative layer and the syntactic layer
is subject to the following constraint: the transformative must always be realized in a
syntactic position of central communicative relevance, i.e. either as the subject, or as the
direct object.

In the neutral case, the subject will count as the pragmatically most relevant position
taking on the role of the transformative (pattern A intransitive; pattern B). This neutral
condition is abrogated, however, when the verbal predicate of the sentence is prefixed: in
a transitive sentence with two potentially active participants and a prefix verb, it is the
participant in direct object position that plays the role of the transformative (pattern A
transitive).

We can now represent the primary perfective verbs that we considered above. The
transformative is underlined. The numbers in brackets refer to the verb class according to

Paduceva (recall 2.1.).

One-participant-situations:

Subj DirObj PerphObj

active ymvimocs (4)

inactive pacmasms (7), yuwubumscs (8)
active theme nepetimu

Two-participant-situations:

Subj DirObj PerphObj

active inactive sacmpenumos, omxpwims (4), sxnrouums (5)
active inactive evicmpenums, nocmynums (both 4)

active inactive oboenamo (5)

inactive inactive nomepamo, 3a66ims (both 8)

So far we only looked at verbs whose primary aspectual value is perfective. How about

primary imperfectives?

¥ Passivization is no contradiction to this because passivization operates on top of this rule. The passive
construction signals that the rule is turned upside down.
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4.4.1. Atelic processes (mpoueccol Henpe/eJabHbIE)

All atelic process verbs conceptualize situations as one-participant-situations. Ten out of
45 end in the postfix -cs, e.g. kpymumscs (in the sense of ‘to spin round’), dsueamwcs etc.
Using the diathesis model, we can represent atelic process verbs as [inactive; ; 1’
In accordance with this, PaduCeva calls these verbs “HempenenpHbIE MHAKTHBHBIE
nporneccer” (ITamydeBa 1996:141). Two verbs of this class are prefixed (paspywamocs,

pazeesamucsl).

4.4.2. Activities (1essiTesibHOCTH ), wWithout accusative object

Activity verbs that lack an accusative object likewise conceptualize situations as involving
only one participant. Two verbs bear a prefix (paccyscoams, 3azopams). Many of these
activity verbs bear the postfix -cs, e.g. the verb kpymumucs, this time in the sense of ‘to
swing round’. Often, an indirect object is realized. But even if the indirect object denotes a
person, e.g. in cpasxcamuvcs ¢ kem-mo, this person is doomed to play the semantic role
theme because the indirect object is of non-central communicative relevance. The person
remains, so to speak, "off stage" (cf. Langacker 1990:209-210). In sum, activity verbs that
lack an accusative object either form the diathesis [active; ; ], or the diathesis

[active; : theme]."

4.4.3. Activities (nesiTeibHOCTH ), With accusative object

The list of 56 activity verbs that take accusative objects can be devided into two classes:
members of the first group obligatorily select for accusatives, members of the second
group can also be realized without an accusative object (this is the class of
pseudointransitives, recall 3.3.)'". The only prefix verb of this group, o6cyocoams,
necessarily requires an accusative object. The three prefix verb candidates (yuums,

Habnodams, spawams), by contrast, belong to the pseudointransitives.

? The three boxes demarkated by the semicolons within the square brackets symbolize the syntactic
positions from left to right [ subject; direct object; indirect object].

' As noted elsewhere, one might want to assign dative objects a higher rank ("on stage"). I have to leave
this as an open question.

"'"The native speakers that I consulted sorted 23 verbs as obligatorily and 33 as optionally taking accusatives.
Two cases were unclear: kamamo, kpumuxoeams. I more or less randomly included both into the former

group.
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The following two sentences can describe the very same real situation (see also Klein

1995:681):

(13)  Konsa kpacum.

(14)  Konsa kpacum dsepu ceoeti dauu.

The direct object can thus be dropped. I take this to be an argument in favor of the claim
that the accusative argument is not a (potentially active) central participant of the
described situation. That is to say, it plays the role of a theme. Depending on whether or
not pseudointransitives realize the accusative object, they should accordingly be
represented as [active; theme; ] or [active; ; ]. In addition, there are

those that also fill the indirect object position.

The 23 activity verbs that must be [active; inactive; ] are: obcyscoams, donbume,
opams, ecmub, Oumsv, HOMOAPOUPOBAMB, KOIOMb, AU3AMb, KPUMUKOBAMb, UMb, MECUMb,
Mecmu, Memamb, MOIUMb, Neub, NpPeciedoamv, NblMamv, pecyiuposamv, pe3amb,

pybums, Kamamo, CoINAMdb, UWIMYPMOBAMb.

4.4.4. States (COCTOSIHMSI MHTePEHTHbIE)
State verbs express non-dynamic situations (cf. I[TamydyeBa 1996:107, see also Kuszes

1989). The semantic feature "dynamicity" can be defined as follows:

«Xyxe Apyrux OTpaxkaeTcs B COYETAEMOCTHM NpPHU3HAK ~AUHAMHYHOCTH . bombmiei
Pa3TUYUTENHHOM CHIION OoOJafgaeT MpU3HAK, KOTOPHIH MOXXHO paccMaTpHBaTh KakK €ro
CIEJICTBUE, a MMEHHO, I[pU3HAK  3aTpara OJHeprun’ . B HopMmanbHOM ciydae
JUHAMUYecKas CUTyalus TpeOyeT 3aTpaThl SHEPTUU AJISl CBOETO MOAEP)KaHUs, B OTIINYHE
OT CTaTMYECKOH, MPOJOJDKEHHE KOTOPOM He TpeOyeT NMPHIIOKEHHs YCHIIMH: COCTOSHUE
JUINTCA, TIOKA HE MPO30MAET HEYTO BOBHE, YTO €r0 HM3MECHMT. J[MHaMHUYHOE IO CBOEH
BHES3BIKOBOM TPUPOJE COCTOSHHUE S3BIK MOXKET IIPEJICTaBISATh KaK HE MMEIoIee

MePCIEKTUBHI, Cp. botems.» (I[lamgydeBa 1996:128).

We can reflect this property of state verbs at the layer of semantic roles. However
appropriate the above given definition of dynamicity, one thing is for sure: the participants

involved in a state are passive. State participants stand beyond the activity criterion that
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we used in order to class the participants of dynamic situations as active or inactive. In the
case of state verbs, we thus have to modify the diathesis model slightly: when framed in a
state, potentially active participants grow stiff in the role of a theme.

It should ne noted that, at the syntactic surface, sentences denoting states do not differ

from sentences denoting dynamic situations:

(15) On nrobum ee.

(16)  Own nackaem ee.

This is why, as noted above in section 3.4, certain state verbs can be used as activity

verbs. Formally, state constructions can also equal sentences denoting actions:

(17) OxomHuk 8vlensi0e KaK CymMaculeOuull.

(18) OxomHuk 8blcmpenun KaKk cymaculeOuu.

Zaliznjak & Smelev consider state verbs such as ew2nszoems, noonexcams and
Haonesxcams to be loan words ”c pa3Hbix 3amanHbix s3bIkoB”, which refuse the Russian
morhological rule according to which prefixation yields perfectivization (cf. 3amu3nsax &
[Mmenes 1997:68). As an alternative to this view, we could speculate that the respective
lexical elements once underwent a semantic change, thereby shifting into the conceptual
space "stative situation" within which the morphological rule is not valid. Foreshadowing
my final conclusions, I suggest that the Russian prefixation rule is defined for dynamic
situations only. States thus form two kinds of diatheses: either [theme; ; ], or
[theme; theme; ]. In addition, there the two versions having the indirect object

position filled.

4.4.5. Relations (BHeBpeMeHHbIE CBOIICTBA\COOTHOIICHMS)

Unlike events and states, relations are not located in time; see IlagydeBa (1996:131) on
how to distinguish relations from states on grammatical grounds. To represent this in the
diathesis model, I propose that the verbal arguments involved in a relation do not possess
the status of participants. In other words, the rule according to which every situation has at

least one participant is out of force in the case of relations. Alternatively, one might say
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that relations are not situations. At least formally, however, they often pattern on a par

with situation denoting structures:

(19) Mpwi nepecexaem nunuto gpponma.

(20) Jlunus A nepecexaem nunuro B.

As in (20), atemporal relation verbs are often prefixed. In the list, we find 37 non-prefixed
verbs and 27 prefix and prefix candidate verbs. Many of the latter are analyzed as loan
words by Zaliznjak & Smelev (codepowcams, ob6cmosmy, 3a6ucemv, cocmosmy, among
others). Relations are expressed not only by verbs, but typically also by copular

constructions:

(21) Ilywikun 6v11 8eUKULL ROIM.

Copular sentences can express atemporal relations, as in (21)"?, but also temporally
localized states. Russian has at its disposal morphological means to distinguish these two
functions: instrumental case is used to express a situation/state (cf. Geist 1999):

(22)  IDywkun 6bL1 6eIUKUM NOIMOM.

Compare the relation expressed in (23), where Pushkin is, like in (21), conceptualized as

an entity which is not even potentially active, namely as a member of a "wucno":

(23)  IDwkun omHOCUMCA K YUCTY CAMbBIX GETUKUX NOINOB.

Arguments of relation-denoting verbs can accordingly only be themes. This means that
relation verbs yield the same representations as state verbs. In other words, the diathesis
model is not capable of distinguishing between these two predicate classes. It is designed

to cope with situations only.

2 The time period prior to the moment of speech that the past tense in (21) refers to is not the relation
signified by the predicate, but rather the lifetime of Pushkin.
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4.5. Summary

Primary imperfectives can be sorted into seven diathesis types. As a rule, there can be at
most one potentially active participant. If present this participant is profiled on all three
structural layers; it plays the highest semantic role, it occupies the subject position, and it

serves as the transformative.

Primary imperfektives:

[inactive; ; | kpymumucsa, nivims, kunems (each 6)

[active; ; | kxpymumwcs, uepamo, niakams, kpacums (each 3)
[active; theme ; | kpacume <deepv>, youms <3zon0myro pvloxy> (each 3)
theme; ; | 6onamu, 6o1ems (both 2)

[theme; ; |1 <cobaxa> xycamwvcsa (1)

theme; theme ; | ar0bumes <xoeo-mo> (2)

[theme; theme ; | emewgamo <mpu rumpa> (1)

Primary perfective verbs describe situations involving two participants. They can be

sorted into four diathesis types that I will discuss one after the other:

Type 1: [active; inactive; 1 3acmpenums, omxpvimo (4), exarouums (5)

This is the prototypical case for prefix verbs (the dominant pattern”). The participant
coded as subject semantically corresponds to the active initiator of the situation. The
second participant, which sits in direct object position, plays a leading part too because it
serves as the transformative. Both participants act under the semantic umbrella of the

prefix (cf. Janda 1988).

Type 2:  [active; ; inactive | esicmpenumo, nocmynums (both 4)

Type 2 is rare. It can be described in the following way: the second participant, which
normally occupies the direct object position, is demoted to a lower position in the
syntactic hierachy. As a consequence of that, it is no longer of central communicative

relevance. Its place is, so to speak, backstage. Despite the fact that there are actually two
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potentially active participants, the situation is virtually conceptualized as a one-

participant-situation.

Type 3: [active; theme ; ] oboernamy (5)

Type 3 corresponds to Janda's pattern B. Sentences instantiating this type are syntactically
transitive, but the direct object argument is conceptualized as the theme (in Janda's
system: landmark). Therefore, the description of the situation involves only one
potentially active participant, coded as subject. In contrast to type 1, only the subject
participant can act under the umbrella of the prefix (because the referent of the direct
object cannot act at all). One could say that this type conceptualizes a one-participant

situation as if it involved two potentially active participants.

Type 4: [inactive; inactive; | nomepsms, 3a661tms (both 8)

This type is actually a version of type 1. Unlike with type 1, however, the subject
participant is like the direct object participant inactive. As there are two potentially active
participants, the second participant can take over the role of the transformative as required

by the semantics of the prefix.

Besides these, there are still those primary perfective verbs that describe situations with

only one participant:

[active; ; 1 ymvimocs (4)

These situation descriptions, here exemplified by yusimscs, can be viewed as derivations
of type 1, specifically as reflexivizations: one participant at the same time plays the two
roles, active and inactive, that are required by the semantics of the prefix verb. Reflexivity
is formally expressed by the postfix -ca. Such an analyzis is supported by the existence of
the Russian verb ymwimes of type 1 (cf. Mehlig 1999:202-204). It is not always possible,

however, to find an unprefixed origin for a prefixed reflexive.
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[active; theme; | nepeumu <yauyy>

This is a version of type 3. An element which is typically coded as an indirect object
(nepennvimo uepes pexy, nepenesmo uepes 3a6op,...), is promoted to a position of central
communicative relevance. As this does not change its meaning, it remains an element of
the "setting" (cf. Langacker 1990:230-234) and plays the role of the landmark or theme,
respectively. Therefore, it cannot fall under the scope of the prefix, which accordingly

assigns the transformative role to the subject argument.

[inactive; ; 1 pacmasms (7), ywudbumocs (8)

Arguably, this again describes a reflexive situation. As for ywubumsca, we can argue not
only semantically (cf. German: Ich habe mir den Fuf3 verstaucht), but also formally in the
face of the overt reflexive marker -cs. The underlying verb would then be ywubums. Telic
culminations in general do not come with -ca. Semantically, however, we can easily
convince ourselves that the verbs pacmasme, cospemw, evicoxmymo, yeanyms and
3aporcasems describe situations in which one entity is active and inactive at the same time.
Significant for these verbs is also that the range of possible subjects is lexically restricted
to a handful of things. For pacmasames, this is usually snow or ice, for ysanyms it is plants
etc. So my conclusion is that these cases represent a small group of verbs that escape the

regular word formation rules of Russian. They are lexicalized reflexives.

4.6. Conclusions about semantic transitivity

We arrive at the following generalization: primary perfective verbs describe two-
participant situations, whereas primary imperfective verbs describe one-participant
situations. If a verb denotes a situation in which the the two participants are referentially
identical, the verb is reflexive. In the unmarked case, two participants are coded as subject
and direct object. If there is only one participant, it will be the syntactic subject. Elements
of the situational background (setting) are usually coded as indirect objects.

It is possible to from derivations of these unmarked construction types. One important
option is to promote an element of the setting to an entity of central relevance by realizing

it in the direct object position. This was the case of pseudointransitives: the meaning of
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the sentence Kons xkpacum oOsepv can be described as an originally one-participant
situation (there is only one possibly active participant) that is conceptualized as two-
participant situation.

It appears reasonable to distinguish between syntactic and semantic transitivity. Basically,
two-participant situations are semantically transitive, and one-participant situations are
semantically intransitive. There are, however, deviations from this default: Syntactic
intransitive constructions can not only be used to express semantically intransitive
concepts, but also to express semantically transitive concepts. One example is type 2,
where the second participant of the situation is demoted to the setting. Another example is
the case of reflexives where the two situational participants are co-referential and,
accordingly, both realized in one argument expression. Syntactic transitive constructions
consist of subject and direct object. If they realize semantically transitive situations, both
subject and object are (potentially active) participants. Sometimes, syntactic transitive
constructions realize semantically intransitive situations. We saw this in type 3, the case
we called with Mehlig pseudointransitives.

Given that primary perfectives are almost always prefixed and that they always describe
semantically transitive situations, we can conclude that the semantics of a Russian verbal
prefix consists in spanning a conceptual space of two participants. (System) prefixes thus
require semantically transitive situations. This result is reminiscent of the conclusion that

Krongauz arrived at:

«[IpucraBka 3a1a€T OCHOBHYIO CEMAaHTHYECKYIO pPaMKy, B KOTOPYK BCTPauBAaIOTCS U

aKTaHTHI, M OecrprcTaBouHbIN raaroiy» (Kponrays 1998:243).

There are minor differences, however. While I concluded that the semantics of the prefix
selects for ome situation with two central participants, Krongauz concluded that the

semantics of the prefix selects for a scenario involving two situations:

«HWrtak, 3HAYECHUIO MPUCTAaBKU COOTBETCTBYET IMHAMUYECKas CHUTyallMs, COCTOAIIas M3
HAYaJIbHOM W KOHEYHOH curyanui [..] B 3akimroueHne MOXHO cOpMyIUpOBATH
”CILIEHapHYI0 TUMOTe3y” MO MOBOJY NpepHUKCcallui B PyCCKOM s3bIKe. [...] ClieHapuu - 3T0

SA3BIKOBBIC 3aroTOBKH, HWJIH, KaK YXC TIOBOPHIIOCH, CCMAHTUYCCKHC HIa6J'IOHI)I, n
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TOBOPSIIIMI BHIHYKJCH BBIOUPATH 11A0JI0OH, HanOoJIee MOAXO AN ATl BEIPaXKEHUS TOTO,
9TO OH XO4YeT cKa3zarh. Kaxkmas mnpuctaBka MpeaocTaBisieT HaOOp BO3MOKHOCTEH

Pa3BUTHS WM BBIPAKEHUS MHTEHLIUU ToBopsimero.» (Kponrays 1998:244).

The two theories can be integrated into one if semantic transitivity is viewed as the
"transfer of energy" from one participant to the other (cf. Langacker 1990:209-260). A
transfer of energy is tantamount to a situational change (remember Paduceva's definition
of dynamicity from section 4.4.4.), so that one can describe the change of a situation by
describing the initial state and the consequent state of the situation. This is the strategy
followed by W. Klein (1998) who classifies verbal lexemes according to how many states
the situation denoted by the verb involves: "O-state-contents" (or atemporal contents)
correspond to Paduceva's relations, "1-state-contents" correspond to states, activities and
culminations, "2-state-contents" correspond to accomplishments, result-oriented actions
and happenings. (the numbers in the second row of the following table refer to Paduceva's

T-categories from section 3.5.):

Conceptual Space ”Situation”

8 5 4 7 6 3 2 1
2-state-content 1-state-content 0-state-
content
Grammatic Space “’Perfective” Grammatic Space “Imperfective”
Perfective Verbstem Imperfective Verbstem

In the terminology ot the present paper, 1-state-contents are concepts of one-participant
situations (intransitive concepts). 2-state-contents are concepts of two-participant
situations (transitive concepts). I said that prefixes span two-participant situations, in

Klein (1995) this very same insight reads as follows:

”In Russian, morphological variation of a simple verb is quite common. It is plausible,

therefore, to relate this variation to the difference between 1-state contents and 2-state
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contents. The basic rules of lexical content correspond to the rules [...]. Simple verbs

express 1-state contents. Prefixation results in a 2-state content.” (Klein 1995:684-685).

5. The inflectional category of aspect

5.1. Grammatical aspect (Bun)

To say that the Russian grammar includes the verbal category of (perfective or
imperfective) aspect is to say that every Russian verbform refers to a well-defined zone
within a (two-way partitioned) grammatical space. In other words, every verbform fills a
box within a binary aspectual paradigm. The two verbforms that fill the two boxes of a

paradigm are said to form an "aspectual pair":

Grammatical space ”Aspect”

Grammatical zone “’Perfective” Grammatical zone ’Imperfective”

Verb 1 Verb 2

As verb 1 and verb 2 partition the same grammatical space (cf. McCreight & Chvany
1991:94), they must be two forms of one and the same lexeme, which means that they
share the same lexical meaning. Thus, the assumption is that Russian grammaticalized an
inflectional paradigm of the following kind ("verbform" is shorthand for "word form of a

verbal lexeme"):

Grammatical zone “Perfective” Grammatical zone “Imperfective”

Verbform a Verbform b

In what sort of semantic opposition do the two verbforms stand toward each other? In this
paper I subscribe to the point of view according to which inflectional aspect (grammatical
aspect) operates on top of classificational aspect (lexical aspect). This implies that the
underlying aspectual classes define the meanings of the respective inflectional verbforms.
In what follows, I will adhere to W. Klein's (Klein 1995) terminology. The aspectually

relevant conceptual spaces are accordingly referred to as 0-state contents, 1-state contents
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or 2-state contents. W. Klein analyzes grammatical aspect as the expression of a certain
relation among times. In particular, grammatical aspect signifies the temporal relation
between the time at which the situation takes place (situation time) and the time of which
an assertion is made (assertion time). Given the classification into 0-state-situations

(relations), 1-state-situations and 2-state-situations, we can state the following:

A perfective verbform signals that the situation described by the verbal lexeme is
conceptualized in such a way that the assertion time overlaps with the initial state time and
the consequent state time. An imperfective verform, by contrast, signals that the situation
is conceptualized such that the assertion time overlaps initial state time, but not the

.13
consequent state time.

The one and only state of a 1-state-situations is treated on a par with the initial state of a 2-
state-situation, which means that 1-state-situations are expressed by imperfective
verbforms. Perfective verbforms cannot be used to express 1-state-situations because they
presuppose the existence of two states (cf. Klein 1995:689). None the less, imperfective
verbforms can denote two-state-situations, but only within the conceptual space of
iteration. I will soon come back to this.

And so, every Russian verbform refers to one side of a two-way partitioned conceptual
space. Primary verbs — "verbs of primary T-categories" (ITagydeBa 1996) or "alpha-verbs"
(Lehmann 1999b) — are semantically predetermined as to their belonging to one of these
two sides. The following table shows representatives of the eight aspectual categories and

their primary aspectual value:

’Perfective” ”Imperfective”
8 JUMUMBCS
7 pacmasamao

3 Compare Comrie's (1976) statement according to which aspectual distinctions are “different ways of

viewing the internal temporal constituency of a situation”.
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6 Kunems
5 Haumu
4 OMKpbIMb
3 2ynAmy
2 bonemo
1 emewams

In this way, the first box of an aspectual paradigm is filled by semantic assignment
according to lexical aspect. The second box, which is still empty in the above table, will
be filled by a grammatical rule. Generally speaking, this grammatical rule maps verbal
concepts from 2-state-situations to "non-2-state-situations" or "non-2-state-situations" to
2-state-situations, respectively. Making use of Klein's inventory of times, we can put it as

follows:

Grammatical imperfectivization rule:

"Map a perfective verb X (8: auwumocsa, 7: pacmasame, 5: natimu, 4: omxpuims) onto a
verb Y such that Y describes the same situation as does X, differing from X only in that

the assertion time overlaps only the initial state time and not the consequent state time!"

Grammatical perfectivization rule:

"Map an imperfective verb X (6: kunems, 3: eynsams, 2: 601emo, 1: euewams) onto a verb
Y such that Y describes the same situation as does X, differing from X only in that the
assertion time overlaps not only with the initial state time but also the consequent state

time!"

Note that the perfectivization rule amounts to a mismatch because the situation described
by primary imperfectives, by definition, does not involve a change of state, as the rule

presupposes. Therefore, for the perfectivization rule to apply, the "non-2-state-situation
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concept" associated with the imperfective verbform must be coerced to the required 2-
state-situation frame. Depending on the way this conflict can or cannot be resolved, there

will be different types of aspectual pairs.

5.2. Types of aspectual pairs

5.2.1. Imperfektiva tantum

As noted above, there will be a conflict if the content of an imperfective verbform does
not meet the input conditions of the perfectivization rule. If this conflict cannot be
resolved, there result will be a defective paradigm. The verbform will be an
imperfektivum tantum. Four of the eight examples from Paduceva-Beispiele are
imperfektiva tantum by virtue of the fact that they describe 1-state-situations, i.e. that they
do not consist of an initial and a consequent state. It is for trivial reasons impossible that
the assertion time overlaps with the initial state and the consequent state of the situation if

there are no such states:

%) 3 2yJisms
%) 1 emewjams
%] 2 bonems
%} 6 Kunems

5.2.2. Trivial pairs (TpuBHaJIbHbIE IAPbI)

The verb nauimu describes a 2-state-situation, which makes it a primary perfective
verbform. To form its imperfective counterpart, we first have to isolate the initial state
from the consequent state and then make an assertion that is valid during the initial state
time but not during the consequent state time. The problem is that this is just impossible:
the lexical concept of naumu is such that the initial and the consequent state must overlap.
The state-of-affairs immediately antecedent to what we can call a finding is not
describable as a finding but rather as a seeking. The situation of finding something begins
with the change from a situation of seeking something to a situation of having found

something. In other words, the moment of finding is the beginning of the finding. This is
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the lexical peculiarity of so-called achievement verbs (cf. Vendler 1967). It renders it
impossible that an assertion is made of the initial state time to the exclusion of the
consequent state time. Therefore, there prima facie can be no imperfective partner of the

verb naumu in the imperfective base meaning:

5 Hatumu (%)

None the less, there is the possibility to form an imperfective counterpart verbform of
naumu. This is possible because the Russian grammar allows for converting a basic
imperfective verbform into another imperfective verbform which expresses the
pluralization (or: iteration) of the initial verbal concept. This kind of conversion (zero
derivation) amounts to a transposition of the primarily described 1-state-situation into a
plurality of such 1-state situation, the latter being subsequently located at the time axis.
The following schemata are supposed to represent this process for the two primary

imperfectives eynamob and xunemo:

’Iteration”

2ynAms

%] 3 2ynAmy

’Iteration”

Kuneniob

%) 6 Kunemo

States cannot be pluralized, presumably because they typically express long-lasting
situations, which rules out the subsequent location at the time axis. Note, however, that a

pluralization of a state concept is possible if the state is reinterpreted as an activity
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beforehand. Above we saw the case of the state verb 1006ums turning into the homophone

activity verb o6umo (cf. section 3.4., see also ITamxydeBa 1996:139):

”Jteration”
*9
|
%) 1 emeuwams
’Iteration”
?
I
%] 2 bonemo

Even though there is no "simple", i.e. non-iterated, imperfective counterpart of the
verbform watimu, it is possible to form a pluralized imperfective version. All of the
relevant information for this kind of conceptualization are available: we know, first of all,
the situation denoted by the perfective base form and we know, secondly, how to pluralize
a situation. So we can pluralize. As a result, we assert that a "macrosituation" which
consists of many 2-state-"microsituations" is holding. The internal structure of the kind of
microsituation involved is no longer relevant, i.e. neutralized.

This is the basis for the so-called Maslovian criterion for identifying aspectual pairs:

«Tak, BUIOBas KOPPEJATUBHOCTh MMEET MECTO TOrJa M TOJBKO TOTJa, KOT/a TJIaroji
HECOB. BHIa MOKET 0003HAYaTh TO YK€ CaMO€ COOBITHE, YTO M IJIaroJI COB. BHAA. A YTOOBI
YCTaHOBUTH ATOT (haKT, HAJO MPUMEHHUTh KpUTeprii MacioBa, T.e. TOCMOTPETh, MOKET JIN
nauHbid Taron HCB 3amensts rinaron CB mpu onmucaHW# MOBTOPSIONMIETOCS COOBITHS U

IIpU TIOBECTBOBAHUU B praesens historicumy (3anusnsk & llImenes 1997:42-43).

’Iteration”

HAxXo00umso

5 Hatmu (%)
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From the rule of conversion it follows that the iterated verbform is formally identical to
the imperfective base verb. The two forms uaimu and maxooums are accordingly re-
recognized by aspectologists as an aspectual pair. Zaliznjak & Smelev speak of " trivial
pairs" (TpuBmasibHbIe maphl). Other examples for trivial pairs are nputimu-npuxooums or
docmuyb-oocmucamy (cf. 3amm3usak & Imenes 1997:48). Another example is ruwumocs-

AUUAMbCA:

’Iteration”

JUMamscA

8 AUUUMbCS (%)

((O‘IGBI/II[HO, YTO HHUKAKHUX CEMAaHTHUYCCKUX HpCHfITCTBI/Iﬁ IJIs1 CYIIECTBOBAHUA (bOpMBI
HCCOB. BHIA, BI:IpEl)KElIOH.ICﬁ SHAYCHUC MHOTOKPATHOI'O MOBTOPCHUS TOI'0, YTO HA3BAHO

TJIaroJIOM COB. BUJA, ObITh HE MoXkeT.» (3amu3nsk & [lImenes 1997:74).

5.3.3. Perfektiva tantum

So there can be no "obstacles" for the existence of appropriate pluralized verbal meanings,
but it seems that there can be obstacles for the existence of appropriate plural verbal
forms! An imperfective form for naiimu can easily be formed on analogy to a pair like
yumu-yxooums. Similarly, the imperfective verb nuwamuca can be formed on analogy to a
pair like pewums-pewiams. In other cases, however, there is no obvious model for

constructing the imperfective form.

Perfektive verbs for which no imperfective form can be found are ounymscs, ouymumucs,
or pyxnymo, that is exactly those untypical (from the perspective of Russian morphology)
perfectives that lack a prefix. It should be noted, however, that, if unavoidable,

imperfectives can be found:

«[A]ns rimaronos perfektiva tantum OTCyTCTBHE BHIOBOTO KOppEJsTa €CTh HE YTO WHOE,
KaK OTCYTCTBHE YNOTPEOUTEILHOU (YOPMBI JJIsi BBIPAKEHUSI COOTBETCTBYIOIIETO CMBICIA.

[Tp HEOOXOTUMOCTH BBIPA3UTH 3TOT CMBICI, MOXET OBITh co3laHa W ¢GopMma (XOTs
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OTCYTCTBYIOIIas B y3yce, HO BUPTyallbHO MPUCYTCTBYIomas B cucteme.[...] Eciu takoro
pona yrmoTpeOyieHne BXOIUT B y3yC, TO BO3HUKAET BUAOBas napay» (3amusnak & lllmenes

1997:75).

A "master of words" may use, for instance, the form ouywamwca as an imperfective

version of ounymscs (for more examples, see 3anm3nsk & Imenes 1997:74-75).

’Iteration”

(ouynamocs)

OUHYMbCS %)

5.2.4. Iterativa

Some verbal concepts are lexicalized in the conceptual plurality space: maxams, npvicams,
yoxamwvcs, among others. Being pluralized, these verbs stand beyond the aspectual
opposition. As pluralized verbs receive the aspectual value 'imperfective' by default, these
verbs can be viewed as imperfectiva tantum.

In this respect, compare the typological perspective on aspect as taken on by Plungjan.
According to Plungjan, the conceptual space of aspect consists of different semantic zones
chosen from a universal catalogue of meanings. Russian brings together three meanings
of this catalogue (iterative, habitualis, durative) under the one imperfective construction
(cf. Ilnynrsa 1997, 1998:373).

In the domain of Russian nominals, individual concepts can be derived from mass
concepts and collectives by morphological means: xapmogeruna derives from
kapmogens, epaouna derives from epao etc. (cf. Gladrow 1998:27). This process has its
counterpart in the verbal domain (cf. Mehlig 1996:96-98): from lexically iterative verbs
like maxams, npvieams, woxamocs etc., it is possible to morphologically derive singular
verbs (more precisely, verbs expressing singular situations): maxuyms, npvicHymo,
yoxwymocs. This operation implies a change in the aspectual value: while maxams is by
convention imperfective, maxnyme is perfective, not by convention but on the basis of its

semantic structure — maxuyms is a 2-state-situation after all.
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5.2.5. "Bounded" pairs (nmpenesbHbIe apbI)
There is no problem in applying the imperfectivization rule to accomplishment verbs

(meticTBus oObruHbIe 4) and culmination verbs (Tiporieccsl peaebHbIE 7):

’Iteration”

OmKpbsleanib

4 OMKpLIND OMKpLIEAND
’Iteration”
masamo

|
|
7 pacmasme masamo

These verbs describe 2-state-situations such that both the initial state and the consequent
state extend over time. This renders it possible to make an assertion true of only one of
these states. This yields the typical case of an aspectual pair, usually called "bounded
pair" (mpenenbHas mapa). Other examples are cmpoumwv-nocmpoums, 3anuceiéamo-

3anucams, peuiamo-pewums etc. (cf. Sanm3nsak & Imener 1997:49, [Tagyuesa 1996:94).

5.2.6. Perfectic pairs (mepexkrHbie napsi)

Furthermore, there is a group of verbal lexemes forming so-called perfectic pairs:

«/Inga rmaroma CB nekcndeckod NPEANOCBUIKOW BXOXAEHUS B NEepPEKTHYIO mapy
ABJIIETCS HAJIMYUE B €r0 TOJIKOBAHWM MHIENTHBHOIO KOMIOHEHTa: rinaroi CB pomken
0003HauaTh HA4YaJIO TOI'O COCTOSHUS, KOTOPOE BhIpakaeTcs napHeiM riarosiom HCB.

Hanpumep: X ysuoen = ‘Hauanock cocrosinue: X suaut’ » (Ilagyuena 1996:155).

These verbal concepts correspond to 2-state-situations in which the initial state and the
consequent state partially overlap: the initial state constitutes the beginning (“Hauano”) of
the consequent state. As a consequence of that, it is impossible to assert something which

is valid only for the initial state time. I suppose that perfectic aspectual pairs derive from
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verbs denoting 1-state-situations. For example, sudems denotes a 1-state-situation. This

implies that it can only realize an imperfective meaning:

’Iteration”

suoemo

(%) suoems

If there is need to express a 2-state-situation on the basis of a Il-situation-verb like
sudemy, such a concept can be derived in Russian by word formation rules. Specifically,
this can be achieved by attaching one of 19 system prefixes to the verb stem. The
semantics of the prefix then sets the conditions to which the verbal concept must adapt.
Since derived forms stand in privative opposition to their base form, this shift yields a
lexeme different from the initial one. Theoretically, the speaker of Russian can choose
among 19 "functional aspectual partners" (Lehmann 1988:177) for the imperfective base
verb. In practice, however, many of the 19 prefixes are ruled out for semantic reasons. In
the typical case, the speaker can none the less choose among several prefixes. The one that
best suits the speaker's communicative needs will be chosen. The prefix verb that comes
closest to the lexical meaning of the imperfective verb may then be reanalyzed as the
perfective aspectual partner.

In the case of euodemw, this is the prefix y-. The meanings of the verbs sudems and
yeudems roughly correspond to the two German verbs ‘sehen’ (1-state-content) and

‘erblicken’ (2-state-content).

2 -state-situation”

Yeuoemo

%] suoemsp
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In perfectic aspectual pairs, the initial state of the resulting 2-state-situation maps the one
state of the underlying 1-state-situation. Examples are ycasiuamo-caviuams, nosepumo-
sepums, 06padosamu(cs)-padosamy(cs) ete.

Besides these, there is a number of perfectic pairs that do not involve prefixation:
OWYMUMb-0UYWAMb, 020PYUMb(CS)-020pUamb(cs), YOUsUmMb(Cs)-yousisams(cs), Y3Hamo-
yzuasams (3amusaiak & IlImeneB 1997:49). In these cases, the base form is not the
imperfective verb, but the perfective verb which describes an achivement. As discussed
above in connection with naumu, achievements describe 2-state-situations in which the
initial state temporally overlaps the consequent state, constituting its beginning. The
situation time of naumu consists of the moment of finding something plus the subsequent
period of knowing where this something is. The situation time of yousumuscs consists of
the moment of perceiving something plus the subsequent period of noticing the emotional
impact of this perception. It is the nature of the consequent state in which "emotion verbs"
like yousumwcs, ocopuumucs, sosmymumucsa etc. differ from each other semantically (the

lexeme owyymumuw can be viewed as a hyperonym of these verbs):

situation (yousumucs) = moment of perception, state of being astonished
situation (oeopuumucs) = moment of perception, state of sorrow
situation (go3mymumucs) = moment of perception, state of indignation
situation (o6uoemwcs) = moment of perception, state of being offended

situation (ockopbumuwcs) = moment of perception, state of being hurt in one's pride

These achivements pattern like uaimu: it is impossible to make an assertion that
exclusively relates to the initial state and, as a consequence of that, the imperfective
verbform cannot be used to inform of the same situation type as the perfective verbform
does. As usual (see the discussion of trivial pairs above), the imperfective can be used to

express an iteration of events:

’Iteration”

owywams

ouwymunio (%)
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This is not the only possibility, however. The imperfective verbform can also be used to
express a 1-state-situation. Specifically, it can be used to express the 1-state-situation that
corresponds to the consequent state of the 2-state-situation associated with the underlying
perfective verbform. In this paper I assume that, as in the case of iteration, this is the result

of a morphological conversion. This yields a perfectic aspectual pair:

’Iteration”

owywameo

|
|
owymumsp %)

1-state-situation

owywameo

Perfectic pairs can have two origins: either a secondary perfective derives from a primary
imperfective (via prefixation), or a secondary imperfective derives from a primary
perfective. Independent of how they come about, primary and secondary perfectives
denote 2-state-situations whereas primary and secondary imperfectives denote 1-state-
situations.

In contrast to the consequent state of emotion verbs like owyymumuw, which is a state in the
literal sense (coctosiHue wuHrepeHtHoe), the consequent state of waumu a relation
(BHEeBpeMeHHBIE cBoiicTBa/cooTHOmEHUs). | take this to be the reason why uaimu and

Haxooums do not form a perfectic aspectual pair, but "only" a trivial one.

5.2.7. Tendencies (npeacTosiHUs, UM TEHICHLIMH)
Another important type of aspectual opposition is what Zaliznjak & Smelev call

"tendencies" (mpeacTOSIHUS, WJIM TSHICHIINN):

«B stux mapax HCB o6o3Hadaer coctosiHue (state), ’dpeBatoe” HEKOTOPHIM COOBITHEM
(achievement), o0o3nHaueHHbiM CB:  onazovigame-onoszdams,  ycnegamv-ycnemo,

BbIUSPLIBAMb-BbIUSPAMb, YMUPpaAmMb-yMepemb.» (s. 3anu3Hak & [lImenes 1997:49).
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The character of these aspectual pairs is, in a way, the mirror image of the character of
perfectic pairs: the situation underlying a perfectic pair consists of a momentary initial
state followed by an enduring consequent state, whereas the situation described by
onosdamy etc. consists of a temporally extended initial state followed by a momentary
consequent state. Due to a temporal overlap, both kinds of 2-state-situations prevent an
assertion which is valid of one state to the exclusion of the other. Therefore, like
achivements of the natimu-type, achievements of the onozdamo-type do not meet the input
conditions of the imperfectivization rule. But again, a non-trivial aspectual partner can be
found: the 2-state-content of onoszoams will be coerced into a 1-state-content by excluding
the consequent state and this 1-state-content will then be the denotation of the
imperfective onazosieams. This associative link brings it about that, whenever the
imperfective form onazowsieams is used to refer to the 1-state-situation, the 2-state-
situation associated with onoszoams will automatically be activated in the conceptual
background, which explains the "prophetic" character of these imperfective verbforms (cf.

[Tagyuesa 1996:113).

’Iteration”

ymupambo

|
|
yMmepens %]

1-state-situation

yMupams

5.2.8. Summary

Paradigm cases of aspectual paradigms are bounded pairs like omxpvimos- omxpvieams,
pacmaamos- masms etc. It is only in these cases that the imperfective verbform and the
perfective verbform describe exactly the same (2-state-) situation. In all other cases, the
aspectual paradigm is, strictly speaking, defective: the perfectivization rule cannot directly
apply to verbs like eyzamo, xunemo, emewams, 6onems etc. because these verbs do not
denote 2-state-situations (as the perfectivization rule requires); the imperfectivization rule

cannot directly apply to verbs like natimu or ounymscs etc. because the initial state and
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the consequent state of the situation denoted by these verbs temporally overlap (which

prevents an assertion true of the initial state only).

Prefixation is a grammatical means to derive a verbal lexeme with a 2-state-content from
primarily imperfective verb, i.e. from a verbal lexeme with a 0- or 1-state-content. The
derived prefix verb and the simple base verb then form a perfectic pair (e.g. ysuoemo-
sudemns). It is also possible to derive verbs with a 1-state-content, i.e. imperfectives, from
verbs with a 2-state-content. Two cases must be distinguished: in pairs like owymumeo-
owyuwams the single state designated by the imperfective owywams maps the consequent
state of the perfective owyymums, and in cases like ymepemo-ymupamo the state designated

by the imperfective ymupams maps the initial state of the perfective yuepems.

5.3. Aspect markers

This section is dedicated to the formal plane of aspectual oppositions. Different

construction types can be identified (cf. 3amusnak & IllmeneB 1997:59-62). There are

basically four ways of how aspectual pairs are formed:'*

1. The imperfective is formed by suffixing a primarily perfective verb stem.

2. A different verb stem is used to express the opposite aspectual value (whereby the
denoted situation remains the same).

3. The perfective is formed by prefixing a primarily imperfective verb stem.

4. Perfectives and imperfectives do not differ formally (aByBHIOBBIC TTIAr0MIBI).

The options 2 and 4 are obviously irrelevant for the grammaticalized aspectual system in
the Russian language. Suppletive aspectual partners like, for instance, noroocumo-xracmeo,
or ckazamwv-2coeopums result from two verbforms of originally different lexemes which
both wandered into the conceptual space that became critical for the aspectual category

(i.e., that turned into grammatical space).

Biaspectual verbs ("/IByBunoBsie rnaronst") are those verbs that can be used to express

imperfective as well as perfective aspect. One form covers the whole conceptual space.

" Fore ease of exposition I trace over forming a perfective verb by infixing -ru-, as discussed in section
5.2.4 (cf. 3ammznsak & LImenes 1997:61).
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Examples are JHCeHumsvCs, KAad3Humv, UCnojlb3oeams, ACCUMUIUPOBAMbCA, amMONng others.

Their number is decreasing:

«[P]ycckas acmektyanpHas cHCTeéMa CTPEMHTCS YCTPAaHUTh OMOHHMHIO COB. M HECOB.

BUJIa, KAKOBYIO SIBJISIFOT COOOI0 IBYBUAOBBIE Taaroinbn (3anusnsak & [menes 1997:66).

According to Certkova and Cang (cf. UeptkoBa & Yanr 1998), 41% of all biaspectual
verbs at the same time have regular aspectual partners. 73% of these partners are prefixed
perfectives (e.g. ungopmuposamo-(npo)ungopmuposams, HceHUMbCA-(NO)AHCEHUMBC)
and 27% of them are suffixed imperfectives (e.g. apecmos(visa)mo-apecmosams). Thus,
biaspectual verbs more and more adopt to the regular Russian system, which formally
differentiates between the two aspectual values. This process can be viewed as the

consequence of paradigm pressure in the sense of McCreight & Chvany (1991).

5.3.1. Imperfective constructions

If an imperfectivizing suffix attaches to a perfective verb stem, this amounts to one of the

following cases (cf. 3anuznsk & IlImenes 1997:59-61):

1. The suffix contrasts with a theme vowel: nepenucams-nepenucwieéams, pewmumo-
pewdmu, paspézamv-pazpe3dmo, 3a0071emob-3a001e6amv, 3amMmeanb-3ameeams

2. The suffix contrasts with nothing (i.e. with a zero morpheme): omkpsimos-omxpuvieame,
npone3mov-npone3ams

3. The suffix contrasts with another suffix: npwsienymo-npvicams, npomaxwymocs-

npomaxueanmuvcs

Let us exclude the third case (cf. 5.2.4.). One analysis that lies at hand would be that, in
pairs like pewumso-pewams, the morpheme -u- signals imperfectivity and the morpheme

-a- signals perfectivity.

«B acmekronmorny MpUHATO CYMTATh, YTO (€CiM aOCTparupoBaTh OT CIIOPHOTO CTaTyca
MYCTBIX TPHCTABOK) OCHOBOOOpa3zyomue MopdeMbl SBISAIOTCS (OpMaMH BbIPAKECHUS

BUJIOBBIX TOHATHI (BUIOB) TOJNBKO B TeX CIy4asX, KOrja KOpHEBas CeMaHTeMa



74

COUCTACTCA aJIBTCPHATHBHO C JABYMA I'paMMEMaMH U KOI'la Q)OpMaHBHOG qepeaoBaHnC

COTPSDKEHO ¢ ceMaHTuueckon onmo3unuenn.» (Kapomsik 1997:55).

Note that this view would commit us to the assumption that in pairs like omxpoime-
omxpuieams there must a zero morpheme which opposes to the overt morpheme -6a-.
There is an alternative, however: Karolak points out that in the first person singular of
pewums, peury, there is no morpheme -u-. This, he believes, suggests that it is rather the

verb stem itself ("kopreBas cemanTema') that carries the perfectivity information:

«[Clemantema pew- B TIaroie pewums o0003HaYaeT cioxHBIM CB, TOuHee,
pe3yNbTaTUBHYI0 KOH(MUTypanuio ¢ TIaBHBIM MpocThiM CB ©u mOgUMHEHHBIM emy
npocteiM  HCB. I'pammema  -u-  BBINOJHSAET 3€Ch  YUCTO  CTPYKTYPHYIO,
OCHOBOOOpa3oBaTenbHy0 (QyHKIMIO. UTO KacaeTcs rianoia peuiams, TO B HeM cyhdukc -
a- TpaMMeMa C CeMaHTHYeCKOoW (yHKiumen: oHa umeeT 3HadeHwe mnpocrtoro HCB, u
COYETaHHE PE3yJIbTaTUBHOM [IBYXBHUJIOBOM CEMaHTEMbl C JUIMTEIBHON TIpamMMeMOi
oOpa3yeT 0ojiee CIOXKHYIO TPEXBHUJOBYIO TEIWYHYIO KOHQUIypauuio. [1aBHBIM ee
KOMIIOHEHTOM  SIBJII€TCSl  JUIMTEIbHOE  TOHSITHE  HMHTEHUMOHAIBHOIO  JIEUCTBHS,
MOJAYMHEHHBIM K€ CII0)KHOE pe3yJIbTaTUBHOE (MJIM HMHXOATHUBHOE) TIOHITHE C

MOMEHTaIbHOU JoMHHAaHTOM.» (Kapomsk 1997:61).

It is easy to see that Karolak's analyzis of the stem pew- as the formal exponent of
perfectivity is perfectly compatible with the theory of aspect that I advocate in this paper.
To repeat: grammatical aspect (Bun) is viewed as an inflectional category operating on top
of the classificational grammatical category that one can call lexical aspect. Moreover,
there is no need to postulate the presence of a zero morpheme in pairs like omxpvims-

OmKpbsleanio.

How about imperfectivization by means of the suffix —sa-? Note that this process always

leads to aspectual pairs. Does this show that —sa- is an inflectional morpheme?:
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«[Y]erpoiictBo pycckoil MOp¢hOJOTHM TakoBO, YTO TIJIaroji, BO3HUKIIUM myTeM
uMIepGEKTUBAINH |...] SIBISETCS HE MPOCTO TJIArojOM HECOB. BUAA, a €Ie W BHIOBBIM

KOpPPENIATOM K UCXOJITHOMY IJ1aroiy coB. Buaa.» ( 3anu3usak & IlImenes 1997:67).

6. Drawing conclusions

6.1. Imperfectivizing suffixes

Verbal prefixes cannot be inflectional morphemes because prefixing a simple verb does
not always create an aspectual partner verb. An inflectional morpheme by definition
competes with at least one other inflectional morpheme. The meanings expressed by
competing inflectional morphemes stand toward each other in non-privative (equipollent)
oppositions. Such a non-privative opposition is represented by pairs like omkpsims —
OMKPbIBAMD.

In this paper, I adopt the viewpoint that grammatical aspect is based on the semantic
assignment of primary aspectual values to lexical aspectual classes. This means that it is
basically the lexical stem that bears the aspectual information. Against this background, it
is plausible to follow Isacenko who considers the suffix -6a- to be a stem forming
morpheme (and not an imperfectivity morpheme). The suffix -6a- is one element out of a

limited set of elements that are all used to shift perfective stems onto imperfective stems:

“Das einzige wirklich grammatische Kennzeichen aller sekundiren Imperfektiva ist ihre
Zugehorigkeit zur I. produktiven Verbalklasse. Alle sekunddren Imperfektiva ohne eine
einzige Ausnahme flektieren nach dem Muster yutath bzw. mensaTh. Perfektiva, die nicht
schon von Haus aus der 1. Klasse angehoren (wie z.B. mpouuntats), werden bei der
Imperfektivierung in die I[. Verbalklasse auf -arp -at0o -aer bzw. -AThb -sil0 -seT

iibergefiihrt.” (IsaCenko 1968:367).

The conjugation pattern -aTe/-ATb, -aro/-sito0, -aeT/-seT serves as a class marker in that it
unequivocally signals that the respective verb stem is associated with the aspectual value

"imperfective'. Checking the list of verbs (cf. 4.1) indeed shows a clear distribution:



76

11 out of 18 prefixed relation verbs as well as 2 out of 9 prefix verb candidates of this
class follow the conjugation pattern -ate/-s1Th, -aro/-s10, -aet/-set. This is not significant. 8
out of 11 prefix state verbs and 9 out of 17 prefix verb candidates of this group pattern
-aTh/-ATh, -a10/-s110, -aeT/-s1eT. This seems to be a mere random distribution too. Crucially,
however, every activity verb and every process verb that has a prefix or a prefix candidate
follows the conjugation type -aTs/-s1Th, -ato/-st0, -aet/-set!"> On the other hand, no more
than six primary perfectives belong to this conjugation type, namely: noobewams,

nomepAanis, pacmasmso, onoadamb, eblucpamao, 002a0amucsl.

6.2. Semantic Assigment

The Russian grammar hosts a semantic assignment-rule. It goes as follows: Semantically
transitive verbal lexemes are perfective. Or, which is the same: If a verb lexically
describes a 2-state-situation, it will be perfective. Or: which is also equivalent: If a verb
lexically describes a situation involving two potentially active participants, it will be
perfective.

This rule operates on well-defined lexical verbal categories. Paduceva's system of eight T-
categories is an attempt to spell the relevant categories out in much detail. To understand
the core of the aspectual mechanism, a two-way distinction between verbs describing 2-
state-contents and non-2-state-contents is sufficient (within the class of semantically
intransitives there is a further subdivision between temporally localized and "atemporal"
(generic) predicates). Against the background of this basic two-way distinction,
inflectional aspect (Bum) gains transparency. Not only is it possible to come up with
simple rules (cf. 5.1.), it is also possible to trace back any aspectual pair in Russian to a

semantic explanation (cf. 5.2.).

6.3. The function of the prefixes

According to Krongauz, it is characteristic of a Russian system prefixes that it imposes a
2-state-situation template on the meaning of the simplex verb that it combines with (cf.
4.6.). This implies that the prefix serves as a class marker overtly signaling that the verb
belongs to the class of verbs denoting 2-state-situations. From this it can be concluded (by

virtue of the semantic assigment rule) that the verb is perfective, unless the prefixed verb
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conjugates -aro, -aelllb, -aeT,... Or -5il0, -sS€llb, -AeT,... This conjugation pattern signals
imperfectivity, overriding the impact of the semantic assignment. The precise
morphonological rules of how primary perfective verbs can be transferred into this
conjugation class must remain open here (cf. Isa¢enko 1968:366-367). We can observe
segmental suffixes (-»16-, -us-, -es-, -6-) and suprasegmental strategies (as, for instance,
with pewamy).

The main result of this investigation then is that the "perfectivizing prefixes" and the
"imperfectivizing suffixes" are, in fact, no morphological exponents of the aspectual
values 'perfective’ or 'imperfective', respectively. The most we can say for the "suffixes"
(e.g. -vi8a-, -esa-) is that they signal that the verb belongs to conjugation class -aro/-sito,
and that this construction is associated with imperfectivity. The prefixes by themselves
fulfil a pure word formation function. They impose a 2-state-content on the meaning of the
verb they attach to. This is relevant for the Russian aspectual system because verbal
lexemes with a 2-state-content receive the aspectual value 'perfective' by default.

This is the solution to the puzzle that we started with in the beginning of this paper (cf.
0.1.): That inflectional categories operate on top of classificational categories implies that
different lexical categories are integrated into one grammatical category. This brings it
about that by themselves privative oppositions are used for purposes other than originally
intended; they serve as equipollent (non-privative) oppositions, forming an inflectional

paradigm.

'* There are only two exceptions: yuums and yuumscs. But note that the motivation to count these verbs as
prefix verb candidates is based on purely formal grounds, namely by the existence of couums(ca).
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